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The following comments are presented in response to the following two questions in the NOI: 

60. Some have suggested that the Commission should take account of the different network 
“layers” that compose the Internet.  Are distinctions between the functional “layers” that 
compose the Internet relevant and useful for classifying broadband Internet service? For 
example, the Commission could distinguish between physical, logical, and content and 
application layers, and identify some of those layers as elements of a telecommunications 
service and others as elements of an information service. (As discussed above, the Commission 
historically has distinguished between Internet connectivity functions and Internet 
applications.) If the Commission adopted this approach, which of the services offered by wired 
broadband Internet service providers should be included in each category? Are the boundaries 
of each layer sufficiently clear that such an approach would be workable in practice? Would 
such an approach have implications for services other than broadband Internet service? 

63. If the Commission were to classify a service provided as part of the broadband Internet 
service bundle as a telecommunications service, it would be necessary to define what is being 
so classified. Here we ask commenters to propose approaches to defining the 
telecommunications service offered as part of wired broadband Internet service, assuming that 
the Commission finds a separate telecommunications service is being offered today, or must be 
offered. 

(1) The important layer boundary lies between the network and transport layers, not between the 
physical and logical layers or between the logical and content layers. 
 
The network layers and the layers below it (commonly known as layers 1-3 in either the OSI or 
Internet layered models) display quite different technical and economic characteristics than the 
transport layer and the layers above it (commonly known as layers 4-7 in either the OSI or Internet 
layered models). 
 
From a technical point of view, the network layer and the layers below it must be implemented in 
every portion of the network, including the access network, while the transport layer and the 
layers above it are traditionally implemented only at the network endpoints. As a consequence, 
the network layer and the layers below it support network functions that must be implemented in 
every portion of the network, including routing, addressing, and Quality-of-Service (QoS). In 
contrast, the transport layer and the layers above it support network functions that are 
implemented at clients, servers, and peers, including email, web-hosting, and caching.  
 
From an economic point of view, the network layer and the layers below it exhibit a high barrier-
to-entry, resulting in a small number of carriers offering service in any particular location. In 
contrast, the transport layer and the layers above it exhibit a low barrier-to-entry, resulting in a 
competitive market with a large number of application providers. 
 
This layered delineation also helps with correct application of the end-to-end principle. The end-
to-end principle suggests that network functionality should be implemented in network 
infrastructure only if it cannot be implemented effectively in end devices or applications. With the 
recognition that network layer and the layers below it are implemented in every hop along the 
transmission path, whereas the transport layer and the layers above it are only implemented in 
end devices, the end-to-end principle suggests that network functionality should be implemented 



at or below the network layer only if it cannot be implemented effectively at and above the 
transport layer.  
 
This delineation agrees with the intent of the past use of the terms “telecommunication services” 
and “information services”. The network layer and the layers below it do not change the content 
of information, similar to telecommunication services. In contrast, the transport layer and the 
layers above it create, store, or change the presentation of information, similar to information 
services. 
 
The boundary between the network and transport layers is well recognized by a host of Internet 
standards. The approach would thus be workable in practice. 
 
I recommend that the telecommunications component of broadband Internet service be defined 
as those services “that reside at or below the network layer or are required to manage the 
network and that do not fall under Title VI of the Communications Act”. The inclusion of services 
required to manage the network is designed to include a small number of services that reside at 
or above the transport layer, that are required for Internet access, and that are currently not 
offered competitively, e.g. IP address assignment using Dynamic Host Control Protocol (DHCP). 
The exclusion of services that fall under Title VI of the Communications Act is designed to allow 
Internet Service Providers to have a choice between following the requirements of Open Internet 
access and following the requirements of Title VI solely for those services that are offered entirely 
within their own network.  
 
While Internet architecture is based on this distinction between the network and the layers below 
it versus the transport layer and the layers above it, the communications policy literature and the 
FCC have not consistently placed the boundary between telecommunication services and 
information services in the correct place. Much of the literature discusses a “logical layer” which 
often combines the network and transport layers (as well as other layers). However, Internet 
architecture does not recognize a logical layer. Furthermore, the network and transport layers 
display quite different technical and economic characteristics, and the network layer should be 
classified as a telecommunications service while the transport layer should be classified as an 
information service. 
 

(2) Network layers are a simple and effective way to classify the telecommunications component of 
broadband Internet service and to implement the goals of an Open Internet. 
 
Internet Service Providers (ISPs) should be ensured that they have the right to apply network 
management mechanisms that do not threaten a level playing field, including the use of QoS. 
However, ISPs should be prohibited from refusing to provide, or providing at inflated prices, 
telecommunications service to competing providers of information services in order to 
differentiate or favor the ISP’s own application offerings. ISPs should also be prohibited from 
making exclusive deals to provide telecommunications service to certain application providers. 
ISPs should also be ensured that regulation does not impede an ISP from making arrangements 
with consumers, application providers, and peering ISPs for telecommunications service in a 
manner that does not conflict with the above goals. 
 
This balancing act between allowing reasonable network management while simultaneously 
prohibiting use of telecommunications service that threatens a level playing field can be simply 
and effectively implemented by using network layers to define the telecommunications 



component of broadband Internet service. The prohibitions should apply only to those services 
that must be implemented in an ISP’s network in order for the application to work effectively. 
Services that reside at or below the network layer or required to manage the network fall into this 
category, and thus should be classified as telecommunication services. Services that reside at or 
above the transport layer and are not required to manage the network do not fall into this 
category, and thus should be classified as information services. 

In particular with respect to QoS, an ISP should be ensured that it can implement QoS at any 
network layer. However, if an ISP implements QoS at or below the network layer (as one would 
expect), then it should be prohibited from using this service to tilt the playing field of applications 
offered at or above the transport layer. 

Reasonable traffic management practices that are implemented at or above the transport layer, 
e.g. caching of content, can be implemented not only by a broadband Internet service provider 
but also by competing non-facilities based providers. Such higher layer services should be 
classified as information services and should be excluded from Open Internet regulations. 

The FCC, however, should also retain the authority to prohibit unreasonable traffic management 
practices implemented at or above the transport layer. I have recommended that a traffic 
management practice implemented in transit routers be considered unreasonable if it blocks 
connections or prioritizes traffic based on source, destination, service provider, or unreasonable 
application provider payment, and is not done by user choice. 

With this layered approach to defining telecommunication service, there is no need for an 
exception for “managed services”. The intent of creating a category of “managed services” seems 
to be to allow implementation of QoS to enable high quality services. However, if managed 
services are not subject to the same rules as unmanaged services, then providers of broadband 
Internet access service may be allowed to implement QoS solely to support their own managed 
services. This would completely undermine the Commission’s goal of promoting competition in 
services that require QoS. The need for a separate class of managed services can be eliminated 
by refining the rule on nondiscrimination to apply only to telecommunications services, as 
defined above. With this refinement, broadband Internet access providers would be allowed to 
implement QoS at or below the network layer to support voice and video services without being 
required to designate such services as managed services. However, if a broadband Internet access 
service provider uses QoS to support its own services, then it would be required to make available 
QoS at reasonable prices to its own subscribers and to the provider’s peering providers. 

(3) The same approach works effectively for other types of networks, including wireless networks. 

This same layered approach can be simply and effectively applied to other types of networks, 
including wireless networks and telephone networks.  

Although wireless networks require substantially greater traffic management than wired 
networks, these differences occur only below the transport layer. Therefore, the same rules 
should apply to wireless and wired networks, and the application of the rules to wireless and 
wired networks should only differ below the transport layer. 

A proper layered definition of telecommunication services can address this concern effectively, 
since the rules can be equally applied to all forms of broadband Internet access, independent of 
the technology used. Wireless networks may use more stringent traffic practices below the 



transport layer, but these would not violate any of the proposed rules. Wireless networks, as with 
wired networks, should allow access to lower layer QoS through an interface at the network layer. 
Such an interface would then allow wireless broadband Internet access service providers to 
practice efficient and effective traffic management, without the need for them to prohibit 
particular applications or prohibit tethering. 

Taking a longer term view, for at least 25 years there has been a trend toward technology 
convergence of the Internet, telephone networks, cable networks, and wireless networks. 
Although lower layer protocols will continue to differ based on the characteristics of the physical 
connection, these four types of networks will continue to converge at the network layer and 
above, and to offer an increasingly similar set of highly diversified services and applications. In due 
course, I hope that Congress will recognize this technology convergence in a thorough rewrite of 
the Communications Act, and I hope that this rewrite will similarly recognize the importance of 
this interface between the network and transport layers. 

(4) A layered approach can be used in conjunction with Section 202 to ensure an Open Internet and 
to define reasonable network management, and in conjunction with Section 254 to apply 
universal service to converged networks. 

The following attached papers give more detail: 

Scott Jordan, A Layered Network Approach to Net Neutrality, International Journal of 
Communication, vol.  1, 2007, pp. 427-460. 

Scott Jordan, Do Wireless Networks Merit Different Net Neutrality than Wired Networks?, 
Research Conference on Communication, Information and Internet Policy (TPRC), 2010. 

Scott Jordan and Arijit Ghosh, How to Determine Whether a Traffic Management Practice is 
Reasonable, Research Conference on Communication, Information and Internet Policy (TPRC), 
2009. 

Scott Jordan, A Layered United States Universal Service Fund for an Everything-over-IP world, 
Telecommunications Policy, vol. 33, 2009, pp. 111-128. 
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A Layered Network Approach to Net Neutrality
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SCOTT JORDAN 

University of California, Irvine 

 

Net neutrality was the most contentious communications policy issue considered by 

Congress during 2005-2006. The issue is the result of a fragmented communications 

policy unable to deal with technology convergence. In this paper, we develop a net 

neutrality policy based on the layered structure of the Internet that gracefully 

accommodates convergence. Our framework distinguishes between discrimination in 

high barrier-to-entry network infrastructure and in low barrier-to-entry applications. The 

policy prohibits use of Internet infrastructure to produce an uneven playing field in 

Internet applications. In this manner, the policy restricts an Internet service provider's 

ability to discriminate in a manner that extracts oligopoly rents, while simultaneously 

ensuring that ISPs can use desirable forms of network management. We illustrate how 

this net neutrality policy can draw upon current communications law through draft 

statute language. We believe this approach is well grounded in both technology and 

policy, and that it illustrates a middle ground that may even be somewhat agreeable to 

the opposing forces on this issue. 

1. Introduction 

 
During 2005 and 2006, Congress worked on the most substantial rewrite of the nation’s 

communications law in a decade. The issue initially motivating this task in both houses of Congress was 

video franchising, which attempted to streamline the laws regulating carriers offering broadcast video 

services, with the goal of enabling faster deployment of video products by telephone companies. The 

House bill included not only video franchising, but also a weak version of net neutrality, voice over IP 

(VoIP) interconnection, e911, and municipal broadband. The Senate bill included an even wider range of 

                                                 
1 These ideas do not necessarily represent the views of the University of California, IEEE-USA, or Senator 

Ben Nelson. Portions of this work also appear in Jordan (2007). Whereas Jordan (2007) is directed at the 

networking community and focuses on the relationship of policy to Internet architecture, this paper is 

directed at the policy community and focuses on development of statute language. 
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issues, including all of the issues in the House bill, plus universal service, broadcast flag, white spaces, 

interoperable emergency communications, DTV, wireless preemption, tax moratoriums, and many other 

issues. Among all of these communication issues, net neutrality was easily the most contentious. Lack of 

resolution of net neutrality was generally given credit for derailing the communications bill. 

 

Net neutrality represents the idea that Internet users are entitled to service that does not 

discriminate on the basis of source, destination, or ownership of Internet traffic. The idea is rooted in the 

manner in which the Internet has historically operated, in which all traffic is forwarded as quickly as 

possible, with limited differentiation based on the application and without any performance guarantees. 

There is great disagreement, however, about the future implications of this relatively simple idea as the 

Internet progresses and as the economic communications landscape changes. 

 

Proponents of net neutrality (generally, application providers and consumer groups) argue that 

without a prohibition on discrimination, Internet Service Providers2 (ISPs) may charge application 

providers discriminatory prices for access to dedicated bandwidth or for quality of service (QoS), or may 

outright block access to certain applications or websites, and that such activity will inhibit development of 

new Internet applications. Most proponents believe that ISPs should not be allowed to charge for priority 

access to the Internet portion of their service offerings. 

 

Opponents of net neutrality (generally, ISPs) argue that there is no current problem, that 

competition is sufficient to ensure that commercially negotiated arrangements for bandwidth or QoS will 

not negatively impact consumers, and that any regulation will discourage investment in network 

infrastructure. 

 

The topic is timely for a combination of technological and policy reasons. On the technology side, 

there is a steady convergence between the networks traditionally used to offer voice, video, and data 

services. Most networking technologists expect that the technical differences between telephone networks, 

video networks, cellular networks, and the Internet to diminish in future years, with all of these networks 

becoming capable of efficiently supporting a combination of voice, video, and data services. Competition 

between the carriers supporting the infrastructure of these various networks and application providers 

offering a wide range of services will thus intensify. 

 

On the policy side, U.S. federal communications policy was separately developed for telephone 

networks, cable video networks, and cellular networks. In the absence of any explicit statutes regarding 

Internet access or services, the Federal Communications Commission (FCC) recently declared that 

Internet access is not subject to the same common carrier regulation that addresses telephone networks, 

                                                 
2 In this paper, we use the term ISP to represent Internet access providers, namely carriers who provide 

last mile access to residential and business customers. ISPs can provide two types of service - access to 

Internet infrastructure, e.g., DSL, and application services, e.g., e-mail. This distinction is made later in 

the paper when we introduce definitions to be used in statute language. 
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which had the effect of removing from Internet access several prohibitions on discrimination that were 

included in common carrier regulation. This lifting of discrimination constraints triggered the push for net 

neutrality. 

 

Net neutrality was a heavily lobbied issue in 2006. Estimates of the amount spent on net 

neutrality advertising and lobbying range up to $100 million3. The issue also attracted wide attention on 

the Internet and in the media. The term net neutrality appears on more than two million web pages4. Net 

neutrality was the topic of editorials, commentaries, and news articles in dozens of national and local 

newspapers and magazines, and garnered some attention on television, ranging from Moyers On America 

to The Daily Show. 

 

The academic literature on net neutrality has been split on the issue. Openists (Bar et al., 2000; 

Lemley & Lessig 2001) believe that the Internet is best served by maintaining a dumb network that does 

not differentiate among different types of traffic. They support a policy based on open access, in which 

Internet infrastructure and applications can not be bundled using either technical or business mechanisms. 

They argue that vertical integration harms consumers, that most innovation comes from application 

providers, and that open access will maximize social welfare. Openists support a strong version of network 

neutrality. 

 

Deregulationists5 (Owen & Rosston 2003; Yoo 2005) believe that ISPs are in the best position to 

determine the most beneficial evolution of the Internet. They expect that the Internet will become a smart 

network that uses traffic discrimination in order to accomplish product differentiation. They support a 

policy that deregulates the Internet in a manner that allows ISPs to vertically integrate, bundle services, 

and use traffic discrimination as they see fit. They argue regulation will hinder investment by ISPs and 

that in the absence of regulation ISPs will only vertically integrate in ways that maximize consumer 

welfare. Deregulationists oppose network neutrality. 

 

There is a limited amount of academic literature that attempts to strike middle ground. 

Nondiscriminationists (Wu 2004; Peha 2006) believe that there are good and bad uses of traffic 

discrimination. They support a policy that allows vertical integration and traffic differentiation, but restricts 

their use to ensure that ISPs do not discriminate in a manner that extracts oligopoly rents. They argue 

that such a balanced approach will allow development of a smart network in a manner that does not 

restrict development of applications. They would support a limited version of net neutrality that falls short 

of open access, but have not yet fully formulated such a policy. 

 

Finally, there is an academic literature that addresses net neutrality and related topics in the 

context of Internet architecture (Clark, Wroclawski, Sollins, & Braden 2005), broader revisions of 

                                                 
3 See e.g., Bloomberg (2006). 
4 Google search on 6/14/2007. 
5 The terms openist and deregulationist were introduced in Wu (2004). 
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communications policy (Bar & Sandvig 2000; Werbach 2002; Solum & Chung 2003), economic analysis 

(Speta 2000; Farrell & Weiser 2003; van Schewick 2007), and market analysis (Lehr, Gillett, Sirbu, & 

Peha 2006). 

 

In this paper, we argue that net neutrality is, at its core, an attempt to address problems posed 

by a fragmented communications policy unable to deal with technology convergence. We adopt an 

approach jointly grounded in Internet technology and communications policy. We argue that the evolving 

layered Internet architecture supports the model of a smart Internet that allows only certain types of 

discrimination. We accept the premise that vertical integration between infrastructure and applications 

poses potential threats to a level playing field. We suggest that an important tool in solving such problems 

is a proper delineation of Internet infrastructure and Internet applications. We illustrate how such a 

delineation can be used to restrict an ISPs ability to extract oligopoly rents through discrimination, while 

simultaneously ensuring that ISPs can use desirable forms of network management. We further illustrate 

how this use of layering can appropriately limit the scope of regulation. Finally, we suggest that net 

neutrality can be addressed in a manner consistent with current Federal communications law, and we 

propose draft statute language on this basis. 

 

Our analysis is heavily based on communications technology and historical communications 

policy. Our approach belongs in the Nondiscriminationist camp. Our solution essentially mandates the use 

of open interfaces, but does not mandate full open access.6  Although we believe that there are many 

other interesting ways to address net neutrality, we hope that our convergence-inspired layered approach 

will illustrate a solution that is well grounded in both technology and policy, and that may even be 

somewhat agreeable to many of the opposing forces on this issue. 

 

The paper proceeds as follows. In section 2, we briefly discuss technology convergence, explain 

the layered Internet architecture model, and analyze evolving technological developments. In section 3, 

we review the relevant academic literature, present pro and anti net neutrality lobby arguments, and 

characterize the various congressional approaches to net neutrality. In section 4, we illustrate how a 

proper delineation of Internet infrastructure and Internet applications can serve as a foundation for a new 

net neutrality policy that restricts an ISP’s ability to discriminate while allowing reasonable network 

management. In section 5, we delineate acceptable and unacceptable uses of network management. 

Finally, in section 6, we look to current Federal communications law for guidance, and translate our policy 

into draft statute language. 

2.   Communications Technology 

2.1   Convergence 

In operation since the 1890s, telephone networks have traditionally offered voice service. In the 

past 25 years, most telephone companies have deployed fiber in portions of their networks, and 

transitioned from analog to digital transmission in the network backbone. With the extra capacity and 

                                                 
6 We do not take a position here on open access, as this is outside the scope of the paper. 
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capabilities this provides, most telephone companies now offer voice service, video conferencing, and 

Internet access. Most of the Internet backbone runs over telephone networks. In addition, many 

telephone companies have recently announced plans to offer video service. 

 

Cable video networks were the next significant entry into the field, and were designed to offer 

broadcast video service. Since their introduction in the 1970s, subscribership to cable and DBS networks 

has increased to about 86% of U.S. households. Earlier networks were analog and broadcast-only 

systems. Recently, many cable systems have migrated to digital transmission, which allow for a vastly 

increased number of channels, Internet access, and telephone service. 

 

Cellular networks were introduced in the 1980s, and were initially designed to offer voice service. 

The first generation of cellular phones were built on an analog platform, but the second and third 

generations are digital. In the U.S., there is now an average of about 1.7 cell phones per household, and 

the number of cellular phones has recently eclipsed the number of wired phones. Future wireless networks 

are expected to transition to an architecture that more closely resembles the Internet, and wireless data 

services are expected to grow quickly. 

 

The Internet, created in 1969 by the Department of Defense Advanced Research Projects Agency, 

was designed to offer file transfer service. Taking advantage of openly published rules of operation and 

freely distributed software, many research and educational institutions attached their computers to the 

Internet during the 1970s. The network has largely blossomed, however, due to the introduction of 

personal computers during the 1980s and the development of the World Wide Web in the 1990s. In the 

U.S., approximately 58% of households have Internet access7. The Internet is now in the process of 

transitioning toward an architecture that can more efficiently support real-time applications such as voice 

and video. 

 

These four technologies (telephone networks, cable video networks, cellular networks, and the 

Internet) began to merge in the 1980s, with the introduction of optical fiber and advanced computer 

capabilities. Economic and regulatory forces have reinforced the technical trends. Recent trends are based 

on an increased desire for multimedia involving voice, data, and video. A flurry of mergers between 

communications companies has resulted, bringing together content providers, broadcasters, cable TV 

networks, local and long distance telephone networks, wireless networks, and Internet service providers. 

 

Most networking technologists expect that the technical differences between telephone networks, 

video networks, cellular networks, and the Internet to diminish in future years, with all of these networks 

becoming capable of efficiently supporting a combination of voice, video, and data services. 

Convergence is a principal cause for net neutrality’s timeliness, since the motivation for 

differentiation between different Internet traffic lies in the carriage of voice and video traffic. We turn in 

section 2.3 to these specific developments. First, however, we must discuss layered Internet architecture. 

                                                 
7 Approximately 73% of households that have Internet access use broadband. 
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2.2 Layered Internet architecture 

 
Telephone networks, cable video networks, cellular networks, and the Internet are all based on 

the concept of a layered architecture. Each network device, and the network as a whole, is abstractly 

modeled as being composed of a number of vertical layers. Each layer provides certain functionalities. 

 

Layering is a form of modularity. In modular design, a designer of a module need only 

understand the functionality and the interface, not the detailed operation, of other interoperating modules. 

Although designing a component in a modular fashion restricts the design space, the benefits usually 

outweigh the costs. 

 

In a layered architecture, it is useful to think of two types of interoperation. First, within a 

network device, modules are only allowed to interoperate with other modules that are at most one layer 

above or below; typically, the higher layer requests the lower layer to accomplish some task, and the 

lower layer eventually responds with a message indicating success or failure. Second, modules that are 

part of two separate network devices are only allowed to interoperate with each other if they are members 

of the same layer. The benefit of these rules is that a very large number of network devices using a large 

number of network protocols can interoperate with each other. For instance, you and I can send each 

other e-mail even though we may use different e-mail programs. 

 

The reference model for layered architectures is the OSI model, developed by the International 

Standards Organization. The OSI model is composed of 7 layers, as pictured in figure 1. It is useful to 

think of the physical connection, e.g., wire, as being located below the bottom-most layer (layer 1) and 

the user, e.g., you, as being located above the top-most layer (layer 7). 

 

  

Figure 1:  OSI and Internet layered models 
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OSI layer 1, called the physical layer, implements encodes a bit into a physical signal and vice 

versa. OSI layer 2, the data link layer, translates a packet into a set of bits and vice versa, and 

implements a set of rules (called a protocol) about which device can transmit when. OSI layer 3, the 

network layer, is concerned with routing a packet from one network device to the next. OSI layer 4, the 

transport layer, is concerned with functionality required to form a complete connection between a source 

and destination, including dealing with lost packets and responding to congestion. OSI layer 5, the session 

layer, manages an entire communication session, e.g., logging onto a service. OSI layers 6, the 

presentation layer, concerns data presentation, e.g., file or video compression. Finally, OSI layer 7, the 

application layer, deals with user applications and other high-level functionality, e.g., web browsing, e-

mail, file transfer, file sharing, instant messaging, gaming, etc. 

Not every network device contains all 7 layers. Personal computers do contain all 7 layers – the 

network interface card (e.g., Ethernet card) implements OSI layers 1 and 2, the operating system (e.g., 

Windows) implements OSI layer 3 and part of layers 4 through 7, and user-installed software implements 

the remainder of layers 4 through 7. A network router, however, often contains only layers 1 through 3. 

As a result, communication from source to destination follows a complicated path as pictured in figure 2. 

 

                                              Figure 2:  Routing 
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destination) assemble the received signal back together into the e-mail, layer 5 retrieves the e-mail from 

your mailserver, and layers 6 and 7 display the e-mail in your e-mail program. 

                                                 
8 For simplicity, we assume here that the mailservers reside on the source and destination computers. 
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Layers 1 through 3 can be thought of as network infrastructure, while layers 4 through 7 can be 

thought of as network applications. This distinction will be discussed in much more detail below as we 

consider the impact of layered architectures upon communications policy. 

Although the OSI model serves as a reference for all network architectures, different networks 

have modified the model for their own use. As an example, the Internet uses a model with a reduced 

number of layers, as pictured in figure 1. OSI layers 1 and 2 are combined into a single Internet LAN-link 

layer. OSI layer 3 is also called the Internet network layer; it includes the Internet Protocol (IP). OSI layer 

4 is also called the Internet transport layer; it includes the Transmission Control Protocol (TCP). OSI layers 

5 through 7 are merged into a single Internet applications layer. 

2.3   Technological developments 

 

We turn now to a brief discussion of technological developments, due to convergence, that 

underlie the net neutrality issue. We start by considering the requirements of different types of 

applications. Applications differ in terms of the time scale on which users interact with the application. In 

real-time applications such as telephone calls or video conferencing, the information sent through the 

network must be received within a few tenths of a second after it is sent, or the perceived performance 

will be poor. In non-interactive applications such as e-mail, a delay of tens of seconds is usually still 

considered good performance. There are also applications with intermediate levels of interactivity, such as 

web browsing, in which a delay of a few seconds is usually acceptable. Applications also differ in terms of 

how they define good performance. Voice and video applications tend to base performance on loss 

(percent of packets never received) and delay (seconds from source to destination), while less interactive 

applications tend to base performance on throughput (bits per second received). 

 

Traditional Internet transport uses best-effort service, in which the network attempts to transmit 

each packet from source to destination as quickly as possible. All users and all applications sharing a 

network link share the capacity of that link on a first-come first-served basis in the Internet network layer, 

without regard to the source or destination of the traffic and without regard to the type of application the 

packet supports9. The result is that congestion on a link degrades the performance of all users and all 

applications that pass through that link. 

 

Best-effort service is often fine for applications whose perceived performance degrades slowly 

with increased congestion, e.g., e-mail, file transfer, and web browsing. In contrast, real-time applications 

such as telephone calls and video conferencing require a particular performance level (or better) to be 

usable; for these applications, best-effort service is often not sufficient to maintain acceptable 

performance. 

 

                                                 
9 Technically, some applications are subject to congestion control measures in the Internet transport layer. 

However, these measures do not discriminate based on source, destination or application type. 
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In response, there have been recent technological developments in the Internet which provide 

differentiated service to different Internet traffic. One type of such differentiated service is to place a limit 

on the bandwidth used by certain Internet traffic. This approach, often called traffic shaping, is 

appropriate when there is a class of Internet traffic that tends to consume relatively large amounts of 

capacity, is viewed as low priority to the organization, and whose performance degrades smoothly with 

congestion. 

 

Another type of such differentiated service is to label Internet traffic with distinct priority levels. 

At each router, in the Internet network layer, traffic with higher priority levels experiences better 

performance than traffic with lower priority levels. From the user’s view, this priority approach is roughly 

similar to USPS Priority Mail service in that the packages go through the same system as First Class mail 

but experience lower loss and delay. 

 

Finally, a third type of such differentiated service is to reserve network capacity for certain traffic 

classes and to limit the traffic in these classes. At each router, in the Internet network layer, such selected 

traffic shares a reserved portion of the network capacity; since this capacity is actively managed, the 

traffic experiences guaranteed acceptable performance. From the user’s perspective, this reservation 

approach is roughly similar to a toll or carpool lane10. 

 

The priority and reservation approaches are generically known as Quality of Service (QoS) 

mechanisms. Both QoS approaches give the selected traffic enhanced performance. In contrast, traffic 

shaping can be viewed as intentional degradation of the selected traffic class. It is worth noting that these 

QoS mechanisms are implemented at the Internet network layer; the consequence of this approach is that 

QoS must be provided at every router along the path from source to destination11 in order to be effective. 

 

In both traffic shaping and QoS, the decision of which traffic to enhance or degrade can be based 

on (1) the type of application, (2) the source, (3) the destination, (4) consumer payment, or (5) 

application provider payment. For example, if priority service is given to all voice and video traffic, or if 

traffic shaping is applied to file sharing traffic, then application type is the basis for the decision. If 

capacity is reserved for all voice and video traffic to/from consumers for a fee, then consumer payment is 

the basis. If capacity is reserved for all traffic to/from application providers for a fee, then application 

provider payment is the basis. 

 

As traffic shaping and QoS mechanisms have become available in network equipment, many ISPs 

have adopted their use for various purposes. Some ISPs currently use QoS to guarantee acceptable 

quality for their own VoIP service12. Many universities use traffic shaping to limit file-sharing traffic to a 

                                                 
10 Technically, it is similar to a toll lane in which the traffic is managed so that congestion never occurs in 

the toll lane. 
11 or at least at every congested router. 
12 See e.g., Cox (2004). 
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small proportion of the organization’s network capacity in order to protect the performance of other traffic 

viewed as more important to the organization’s mission. 

 

Use of these mechanisms is expected to grow with technology convergence. Most of the large 

carriers have announced plans to deploy QoS mechanisms, often in coordination with deployment of fiber 

and video service. In the near term, priorities or reservations will be used for selected traffic that both 

originates and terminates within the carriers network, or that transits onto the public switched telephone 

network. In this case, a carrier’s own network management can provide acceptable performance to limited 

traffic classes using QoS techniques. In the long term, we expect that QoS will also be applied to selected 

traffic that originates or terminates (but not both) within the ISP’s network and transits onto another 

carrier’s portion of the Internet. In this case, acceptable performance may only be provided through 

cooperation with other carriers offering QoS. 

 

We expect the initial use of QoS will be to support a carrier’s own VoIP and video services. It is 

unclear whether carriers will offer QoS to competitors’ applications, on the basis of application type, 

consumer payment, and/or application provider payment. 

 

We believe these developments are at the core of the issue of net neutrality. Specifically, we are 

concerned about the basis on which differentiated service may be used to support real-time applications 

and applications that require relatively large amounts of bandwidth. In contrast, we are not concerned 

about applications that are less interactive and require little bandwidth, such as most web-browsing; we 

do not foresee best-effort Internet transport degrading to the point where such applications do not receive 

acceptable performance. 

 

In addition, as networks converge, it is becoming less clear what portion of the integrated 

network is considered to be the public Internet and what portion is considered to be a private network. 

Specifically, in the case of traffic that does not transit onto another carriers portion of the Internet, the 

distinction between Internet traffic, VoIP traffic, and video traffic may be more a matter of user perception 

than of technical distinction. This causes a fundamental problem with separate regulation Internet traffic, 

telephone traffic, and video traffic. 

3.   Arguments For and Against Net Neutrality 

3.1   Academic Literature 

 

The academic literature on net neutrality is rooted in an earlier literature on open access, which 

in turn partially relies on an older literature on Internet architecture. 

 

As discussed in section 2.2, the Internet is based on a layered architecture. As pictured in figure 

2, the full 7 OSI layers only exist at the source and the destination (the endpoints), not at the 
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intermediate routers. As a result, functions in OSI layers 1 through 313, such as routing, must be 

implemented in each router, as well as the source and destination computer. However, functions in OSI 

layers 4 through 714, such as e-mail upload and download, are only implemented in the source and 

destination computers, not in each router. 

 

A closely related design paradigm is called the end-to-end principle (Saltzer, Reed, & Clark, 

1984). The principle suggests that network functionality should be implemented in OSI layers 1 through 3, 

and hence in each router, only if it cannot be implemented effectively in higher layers. This principle has 

been followed in much (but not all) of Internet design to date. As a consequence, although there are a 

large number of protocols at the Internet LAN-link layer to accommodate transmission over various media 

(e.g., Ethernet, WiFi, DSL, cable modem, CDMA), and there are a very large number of protocols at the 

Internet application layer to support various applications (e.g., pop, smtp, http, p2p, IM), there are 

relatively few protocols at the intervening Internet network and transport layers (principally IP, TCP, and 

UDP). 

 

The Openists believe that the end-to-end principle is responsible for the tremendous amount of 

innovation at the application layer. They argue that communications policy should mandate open access to 

the network infrastructure for application providers in order to assure continued innovation. The debate 

over open Internet access was precipitated by FCC consideration of whether to allow ISPs15 to bundle 

Internet access with applications such as e-mail and web hosting16. Bar et al. (2000) suggest that policy 

for Internet access should be developed on the model of open access mandated for the telephone network 

in the Telecommunications Act of 1996, by mandating availability on cost-effective terms of key network 

components to service providers who do not own Internet access infrastructure. Lemley and Lessig (2001) 

support a policy in which Internet infrastructure and applications can not be bundled using either technical 

or business mechanisms. They argue that an open network encourages greater innovation than a closed 

network and that vertical integration harms consumers. They also demonstrate how open access leads to 

net neutrality, by using the end-to-end principle as an argument for maintaining a dumb network that 

does not differentiate among different types of Internet traffic. Herman (2007) adds first amendment 

arguments to support net neutrality. 

 

The Deregulationists believe that there is a trend away from the end-to-end principle. They 

believe that ISPs are in the best position to determine the most beneficial evolution of the Internet, and 

that this will likely entail a smart network that uses traffic discrimination in order to accomplish product 

differentiation. Speta (2000) argues against open Internet access. He postulates that vertical integration 

                                                 
13 or equivalently in the Internet LAN-link or network layers 
14 or equivalently in the Internet transport or application layers 
15 There is an unfortunate inconsistency in the use of the term ISP. In this paper, we use the term ISP to 

mean carriers who provide last mile access to residential and business customers. However, in the open 

Internet access debate, the term ISP was often used to mean providers of services such as e-mail and 

web-hosting who do not own Internet access infrastructure. 
16 The FCC later allowed such bundling. We discuss this in more detail below. 
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will not threaten competition among content providers, on the basis of an economic theory of network 

externalities that states that monopolists will only vertically integrate in ways that maximize consumer 

welfare. He argues that vertical integration may be necessary to justify investment in network 

infrastructure, and that ISPs will be motivated to allow competition to their own applications since this will 

add value to the broadband connection they sell. Owen and Rosston (2003) view net neutrality as a 

property rights issue. They claim that it is unknown whether welfare is maximized by assignment of 

property rights to ISPs or to application providers, and therefore that net neutrality regulation should not 

be imposed. Yoo (2005) extends the anti open Internet access argument put forward by Speta to net 

neutrality. He believes that the theory of network externalities undermines the need for mandated net 

neutrality, and furthermore that the lack of concentration of broadband access when measured at a 

national level predicts that ISPs will not have market power in the application space. Yoo also suggests 

that competition can be more effectively fostered between different physical networks that are matched to 

different types of applications. Yoo (2006) furthermore suggests that exclusive arrangements between 

ISPs and application providers can be justified on the basis of the efficiency of traffic shaping as a proxy 

for usage-based pricing. Finally, McTaggert (2006) argues that the Internet is not neutral, using examples 

of Internet portals, caching, routing, and QoS. 

 

Some economists counter that application of the theory of network externalities to open access or 

net neutrality is not so straightforward. Farrell and Weiser (2003) discuss potential problems with 

application of the theory to open access, and suggest that uncertainty dictates further study of the effect 

of various types of Internet regulation in other countries. Van Schewick (2007) argues that a correct 

application of the theory demonstrates that ISPs do have an incentive to discriminate against competing 

application providers, and that the economic benefits of net neutrality outweigh the costs. 

 

Nondiscriminationists see more complexity in the net neutrality issue than the Openists or 

Deregulationists. Wu (2003) supports net neutrality but opposes open access. He is not opposed to 

vertical integration, since he believes that QoS may require it. He argues that open access is inferior to 

direct rules on discrimination that ensure that harmful types of discrimination are not used by ISPs. He 

suggests that such a policy might be constructed by allowing discrimination at the Internet LAN-link layer 

but not at the Internet network layer. As a result, he would allow bandwidth tiers and some forms of QoS, 

but discrimination on the basis of the type of application or on the source or destination would be 

prohibited. Peha (2006) surveys various technical methods of discrimination, and argues that some uses 

are beneficial and some are not. He discusses dangers from harmful uses of discrimination, focusing on 

oligopoly rents in upstream markets. He suggests that good policy might be based on lists of allowed and 

banned discrimination. 

3.2   Lobbyist Arguments 

 

The pro net neutrality lobby falls roughly into two categories - application providers (led by 

Google, Amazon, Yahoo!, eBay, and Microsoft) and consumer groups (led by moveon.org, Free Press, 

Consumers Union, and Common Cause). 
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The application providers are roughly in the Nondiscriminationist camp. They are primarily 

concerned that ISPs will charge them discriminatory prices for access to reserved bandwidth. When they 

examine carrier plans for deployment of fiber, they worry that carriers will sell reserved bandwidth to 

selected application providers rather than adding capacity to their Internet access offerings for shared use 

by all Internet traffic. The application providers are large business customers of ISPs, and they consider it 

acceptable for an ISP to charge their own customers for access to the Internet based on bandwidth. 

However, the application providers do not want to be forced to make contractual arrangements with the 

ISPs of each of the application provider’s customers. They argue that ISPs have always charged only their 

own customers, not customers of peering ISPs. They are ok with ISPs charging their own customers 

different prices for different levels of bandwidth. Application providers are also concerned that ISPs will 

choose to strike exclusive deals for access to reserved bandwidth, tilting the playing field among 

application providers. 

 

Application providers remain unconcerned that ISPs might refuse to offer access to reserved 

bandwidth to application providers who compete with the ISPs own service offerings. Such behavior is 

likely for some ISPs who deploy their own video service, particularly if the available bandwidth is not high 

enough to support a large number of video streams. Application providers, however, typically believe that 

net neutrality need only apply to Internet access, and do not attempt to apply to it what they view as 

private network services17. 

 

Some application providers are concerned that ISPs will not offer access to QoS mechanisms, or 

at least not without charging application providers. They worry that ISPs will use QoS to support their own 

real-time applications but refuse access to QoS to competing application providers’ traffic. Alternately, 

they worry that ISPs will attempt to charge application providers, rather than the ISP’s own customers, for 

QoS. 

 

Application providers are concerned that lack of access to reserved bandwidth or QoS will hinder 

the development of new applications. They argue that small application providers will not be able to 

compete effectively. 

 

The application providers want a form of net neutrality that prohibits discrimination on the basis 

of source, destination, or ownership of Internet traffic. Discrimination on the basis of application type or 

consumer payment, e.g., enhanced performance for all voice and video traffic, would be allowed. This 

prohibition would only apply to what is thought of as Internet traffic, as opposed to private network 

services. Application providers generally believe that such a prohibition would not allow ISPs to charge 

application providers for reserved bandwidth or QoS. 

 

                                                 
17 However, as mentioned above, we believe it will be increasingly difficult to determine which services are 

Internet services and which are private services. 
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The consumer groups in support of net neutrality are generally Openists. They share many of the 

same concerns as the application providers. In addition, they are concerned that ISPs may block access to 

certain applications or websites. Some groups are worried that an ISP may block access to websites based 

on the content of the website, e.g., political beliefs, and interpret net neutrality as an issue of free speech. 

They are also worried about new charges that may increase the cost of Internet access. 

 

The anti net neutrality lobby consists mostly of ISPs (led by AT&T, Verizon, and Comcast, but 

including many other wireline and wireless ISPs). They fall squarely into the Deregulationist camp. They 

argue that there is no current substantial problem, and hence no need for regulation. Furthermore, they 

argue that if substantial problems arise, then the FCC has the expertise and authority to effectively take 

action. The ISPs believe that net neutrality would reduce ISPs’ incentives to invest in their network 

infrastructures by reducing the return they may earn on these investments. 

 

The ISPs further believe that they should be allowed to choose whether or not to make available 

reserved bandwidth or QoS, to charge consumers for these services, and to make individual contractual 

arrangements with application providers. They argue that refusal to provide access to reserved bandwidth 

or QoS to application providers would not hinder the application provider’s ability to deploy new services. 

Most ISPs expect to offer access to reserved bandwidth or QoS to application providers for a fee, but want 

the flexibility to do this through individual contractual arrangements. Such ISPs are typically focused in 

the short term on arrangements in which the application provider becomes an ISP business customer, 

rather than providing access through peering ISPs. Some ISPs also claim that net neutrality impinges on 

the ISP’s ability to perform network management tasks, including traffic shaping for p2p traffic. 

 

Finally, many ISPs fear that net neutrality would reestablish many other provisions of common 

carrier regulation. In particular, they worry that net neutrality’s occasional use of the term 

nondiscriminatory will lead to imposition of other common carrier rules such as unbundling and open 

access. 

 

3.3   Bills 

 

In 2005-2006, Congress considered several approaches to net neutrality. The House bill, the 

Communications Opportunity, Promotion, and Enhancement Act of 2006, and the Senate Commerce 

Committee bill, the Advanced Telecommunications and Opportunities Reform Act, take similar approaches 

to net neutrality and essentially present the anti net neutrality position. They give the FCC authority to 

enforce the FCC’s four principles (discussed below), but do not allow the FCC to issue additional 

rulemaking to further define or extend these principles. Blocking of web pages or applications is 

prohibited, but no further restrictions are placed on ISPs. ISPs remain free to offer or deny access to QoS 

mechanisms. Either degraded service or enhanced service can be based on application type, source, 

destination, consumer payment, and/or provider payment. Payments can be on the basis of commercial 

arrangements, meaning that there is no requirement that they be consistent or equitable between 

different application providers. 
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The Internet Non-Discrimination Act of 2006 (sponsored by Sen. Wyden) essentially presents the 

most extreme pro net neutrality position among the bills. It prohibits blocking of web pages and 

applications. The bill includes a broad prohibition on discriminatory behavior; our interpretation is that any 

use of QoS is prohibited, since the bill prohibits discrimination in data transport, which presumably even 

includes differentiation based on application type. The bill explicitly prohibits charging application 

providers that are not customers of the ISP, although this seems redundant given the prohibition on 

discrimination. The bill prohibits degradation of traffic; our interpretation is that traffic shaping would fall 

into this prohibition. (These provisions are summarized in table 1.) 

  

 House & 

Senate bills 

Wyden 

bill 

Markey & 

Sensenbrenner & 

Snowe-Dorgan 

bills 

Snowe-Dorgan 

amendment 

Prohibit blocking Y Y Y Y 

Degradation: 

allow traffic shaping 

prohibit if not based on type 

 

Y 

N 

 

N 

Y 

 

Y 

Y 

 

Y 

Y 

QoS: 

allow based on type 

prohibit exclusive use 

 

Y 

N 

 

N 

n/a 

 

Y 

Y 

 

Y 

Y 

QoS fees: 

allow consumer payment 

allow provider payment 

prohibit discriminatory fees 

prohibit unreasonable fees 

 

Y 

Y 

N 

N 

 

n/a 

n/a 

n/a 

n/a 

 

N 

N 

n/a 

n/a 

 

Y 

? 

? 

? 

Table 1. Comparison of the net neutrality provisions in various Congressional bills 

Three other bills – the Net neutrality Act of 2006 (sponsored by Rep. Markey, defeated as an 

amendment to the House bill), the Internet Freedom and Nondiscrimination Act of 2006 (sponsored by 

Rep. Sensenbrenner), and the Internet Freedom Preservation Act (sponsored by Sen. Snowe and Sen. 

Dorgan) - take similar approaches to each other and present refined pro net neutrality positions. They 

each prohibit blocking of web pages and applications, as do the other bills. They each also include a broad 

prohibition on discriminatory behavior; our interpretation is that use of QoS is allowed if based on the type 

of application, but prohibited if based on the source or destination of the traffic, e.g., based on the 

application provider. The bills explicitly prohibit charging for QoS, either in the form of customer or 

application provider payment. The bills also prohibit degradation of traffic on the basis of source or 

destination, but allow network management based on application type, e.g., traffic shaping. 

Finally, Senators Snowe and Dorgan proposed a streamlined version of their bill as an 

amendment to the Senate bill; this amendment was defeated in the Committee markup on a tie vote. The 

amendment states a broad prohibition on behavior that discriminates on the basis of source, destination, 

or ownership of Internet traffic. This has the effect of prohibiting blocking of web pages and applications, 
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allowing QoS or degradation on the basis of the type of application, and prohibiting QoS or degradation on 

the basis of the source or destination of the traffic. The amendment is silent on whether an ISP can charge 

for QoS. Our interpretation is that it allows consumer payment, but it is less clear whether it allows 

provider payment and if so whether such payment would be mandated to be reasonable and 

nondiscriminatory. 

4.   A Framework for a New Net Neutrality Policy 

4.1 Challenges from Convergence 

 
U.S. federal communications policy was separately developed for telephone networks, cable video 

networks, and cellular networks. As others have noted, convergence between voice, video, and data 

services is therefore a fundamental challenge to such vertical regulation. Common carrier regulation has 

focused on voice service, and does not effectively address video or data service. Similarly, cable services 

regulation has focused on video service, and does not effectively address voice or data service. Internet 

services are not effectively addressed anywhere in the Communications Act. Furthermore, when voice, 

video and data services are offered over a integrated converged network infrastructure, it is unclear how 

to apply conflicting regulations from different titles. 

 

This vertical regulation approach started breaking down decades ago, as the telephone network 

progressed from a set of local monopolies to a somewhat competitive marketplace. Since the 

Telecommunications Act of 1996, services directly based on the infrastructure are classified as 

telecommunication services, and applications are classified as information services. This approach is an 

attempt at horizontal regulation. 

 

The distinction between telecommunication services and information services has been an 

effective tool for communications policy. However, convergence has now progressed to the point where 

this distinction is no longer sufficient. Indeed, many of the topics in the 2006 communications bills stem 

from convergence, including video franchising, net neutrality, VoIP, municipal broadband, universal 

service, broadcast flag, and white spaces. Despite this trend, Congress has yet to consider creation of a 

communications policy that fundamentally recognizes convergence. 

 

In the absence of explicit statutes regarding Internet access or services, the FCC recently 

addressed the issue of whether Internet access is a telecommunications service or an information service. 

The decision by the FCC to classify Internet access (including DSL and cable modem service) solely as 

information services exempted these services from regulation under Title II of the Act, and left them only 

subject to the FCC’s Title I ancillary authority. This decision means that Internet access is not subject to 

the requirement that charges and practices be just and reasonable (section 201), the prohibition on unjust 

and unreasonable discrimination (section 202), or the requirement that interconnection rates, terms, and 

conditions be just, reasonable, and nondiscriminatory (section 251). It is this decision that inspired the 

pro net neutrality coalition. 
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In 2005, the FCC issued a set of principles related to net neutrality. They express the sentiment 

that consumers should be entitled to connect devices and to access content and applications of their 

choice. The principles also state that consumers are entitled to competition among network and 

application providers. However, the principle regarding competition is too vague to be useful, and the 

principles are not binding. 

4.2   Our Approach 

 

We begin by strongly disagreeing with the FCC’s decision to classify Internet access solely as an 

information service. Telecommunication services can be thought of as the lower layers of the network, and 

information services can be thought of as the upper layers. The immediate consequence of this approach, 

purely on a technical basis, is that the Internet clearly consists of both telecommunication services and 

information services. 

 

We find it useful to separate the layers into two subsets. We consider OSI layers 1-3 (the 

Internet LAN-link and network layers) as network infrastructure and OSI layers 4-7 (the Internet transport 

and application layers) as network applications. 

 

A number of other papers have suggested using layers as a tool to formulate communications 

policy. Lessig (2001) considers a model consisting of physical, logical, applications, and content layers. He 

argues that the physical and logical layers of the Internet have historically been neutral. He believes it is 

acceptable for the physical layer to be closed, but proposes that the logical layer should be open and act 

as a commons. Werbach (2002) uses a similar set of four layers: the physical layer corresponds to OSI 

layer 1, the logical layer to OSI layers 2-6, and the application and content layers share OSI layer 7. He 

argues that communications policy should be formulated around these layers, with open interfaces 

between them. Solum and Chung (2003) propose a six-layer model, and argue that communications 

policy should attempt to respect the integrity of layers and to place regulation at or near the layer where 

the problem occurs. Whitt (2004) suggests a four-layer model similar to Werbach’s, and presents 

principles concerning how layers should inform policy formulation. 

 

While all of these approaches support horizontal regulation, and many result in a wider 

applicability than considered here, most of these layered models combine OSI layers 3 and 4 (the Internet 

network and transport layers) into a single logical layer. We believe that these two OSI layers display 

quite different characteristics. The infrastructure layers (OSI layers 1-3) include functions that must be 

implemented in every portion of the network including the access network, e.g., routing, addressing, and 

QoS (if used). The application layers (OSI layers 4-7), in contrast, include functions that can be 

implemented at any point within the network, e.g., e-mail, web-hosting, and caching. 

 

One of the strengths of this delineation is that the network infrastructure layers exhibit a high 

barrier-to-entry, while the application layers exhibit a low barrier-to-entry. The high barrier-to-entry of 

infrastructure has heretofore resulted in a small number of carriers offering service in any particular 
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location. In contrast, the low barrier-to-entry of applications has resulted in a competitive market with a 

large number of application providers. 

 

The distinction between network infrastructure and applications also helps with correct 

application of the end-to-end principle. Using the new terminology, we can view the principle as a 

suggestion that network functionality should be implemented in network infrastructure only if it cannot be 

implemented effectively in network applications. With the recognition that OSI layers 1-3 are implemented 

in every hop along the transmission path, whereas OSI layers 4-7 are only implemented in the end 

devices, this is equivalent to the suggestion that network functionality should be implemented in every 

hop only if it can not be implemented effectively solely at the endpoints. 

 

With the Internet’s layered architecture in mind, we now turn to the Communications Act for 

potential policy models. We then meld these models with our understanding of the architecture and 

functionality of the Internet to form broad policy goals. 

 

The Communications Act broadly lays out three potential models to follow. First, if a 

communications market has sufficient competition, then minimal regulation is applied. This is captured in 

Title I of the Act, which applies forbearance from regulation unless required to ensure just and reasonable 

practices. The paradigm here is that a free market will regulate itself, and will promote investment in a 

fair manner that maximizes social welfare. 

 

If sufficient competition is not present to ensure just and reasonable practices, Titles II and VI 

apply different models of regulation. Both models were initially formulated assuming a local monopoly 

over a portion of the corresponding network, but have since been applied to circumstances in which there 

is limited (but not sufficient) competition. Both models attempt to maximize social welfare by limiting 

monopoly behavior. 

 

Title II (common carrier) uses the open access model. The network can be separated into two 

layers: infrastructure and applications. Local infrastructure, e.g., the local loop, is usually deemed to be 

lacking sufficient competition, due to the high cost of building this infrastructure. Applications, e.g., 

telephone service, in contrast are often offered by a large number of competitors. Title II essentially 

dictates open access to infrastructure, and requires that carriers make critical network elements available 

to application providers without unjust or unreasonable discrimination and without undue or unreasonable 

preference. Title II also mandates reasonable and nondiscriminatory rates, terms, and conditions for 

interconnection with other infrastructure providers. As a result, telephone carriers do not limit who a 

customer can call and do not provide differentiated service based on who a customer calls. 

 

Title VI (cable services), in contrast, uses a paradigm of a closed network. In this model, the 

network cannot be naturally separated so that infrastructure and applications can be offered by separate 

entities. Vertically integrated carriers control both the infrastructure and the applications. Title VI 

recognizes this natural vertical integration, and applies limits to the cable carrier’s behavior when it is also 
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integrated with content providers. As a result, cable carriers do determine which content a customer can 

receive. 

 

We believe that the Internet’s architecture supports the need for some type of openness. 

However, we do not believe that net neutrality by itself requires open access. This intermediate approach 

places us loosely in the Nondiscriminationist camp. We suggest below that net neutrality can be effectively 

achieved by a properly regulated open interface from applications to network infrastructure. The 

requirement of an open interface captures the central tenet of a layered Internet architecture, and yet is 

less intrusive than the requirement of open access. 

 

We also believe economic arguments support the need for some type of openness. We believe 

that carriers should offer an interface to network infrastructure to applications without unjust or 

unreasonable discrimination and without undue or unreasonable preference. We argue below that an open 

interface mandate can be used to limit monopoly or oligopoly behavior. We adopt the free market model, 

based on Title I forbearance, for the application portion of the Internet. We mandate an open interface, 

based on selected elements of Title II, for the local infrastructure portion of the Internet. We believe this 

combination is most likely to encourage continued development of the Internet in a manner that 

maximizes social welfare. 

 

We believe that an open interface should attempt to provide a level playing field between 

application providers and ISPs who offer competing applications. Threats to a level playing field are 

potentially posed by vertical integration between Internet service providers and application providers. 

Certain Internet applications (e.g., video on demand, high quality VoIP, video conferencing) require 

specialized Internet infrastructure services (e.g., dedicated bandwidth or QoS). Our goals for net 

neutrality are:  

 

Goal A) ISPs should be prohibited from refusing to provide enabling Internet 

infrastructure services to competing application providers in order to differentiate the 

ISP’s own application offerings,  

Goal B) ISPs should be prohibited from providing Internet infrastructure services to 

competing application providers at inflated prices in order to favor the ISP’s own 

application offerings, and  

 

Goal C) ISPs should be prohibited from making exclusive deals to provide enabling 

Internet infrastructure services to certain application providers.  

 

Such threats to a level playing field are limited in scope, and therefore any remedy should be 

similarly limited in scope. First, vertical integration only affects applications that rely on specialized 

Internet infrastructure. A characteristic of such network services is that they must be provided directly in 

the access network (e.g., “the last mile”). Networks services that can be provided outside the access 

network (e.g., caching, search engines, web hosting) can be provided by competing ISPs or application 
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providers, and therefore do not represent a threat to a level playing field. Second, when sufficient 

competition exists in the Internet access market, there is a lower danger that vertical integration would 

cause a non-level playing field. 

 

Our approach, therefore, is to apply existing elements of the Communications Act that prohibit 

anti-competitive and unreasonably discriminatory behavior to ensure a level playing field. Our goal is to 

apply these elements, however, in a limited fashion:  

 

Goal D) Limit the scope through new definitions that transcend the limitations of current 

telecommunication and information services definitions,  

 

Goal E) assure forbearance where sufficient competition exists,  

 

Goal F) ensure that ISPs have the right to apply network management mechanisms that 

do not threaten a level playing field, and  

 

Goal G) ensure that regulation does not impede an ISP from making arrangements with 

consumers, application providers, and peering ISPs for Internet infrastructure services in 

a manner that does not conflict with the above goals.  

4.2 Comparison to other approaches 

 
Openists believe that the Internet is best served by maintaining a dumb network that does not 

differentiate among different types of traffic. They use the end-to-end principle to support this position. 

We disagree with both the reasoning and the conclusion. We believe that the end-to-end principle 

suggests implementing functionality in the application layers if feasible. However, as noted above, QoS 

mechanisms such as priority or reservations must be implemented at the Internet LAN-link and/or 

network layers in order to be effective. The end-to-end principle therefore does not ban their use, and 

therefore does not mandate a dumb network. Indeed, one of the original authors of the end-to-end 

principle was also one of the authors of an Internet protocol to implement QoS using reservations 

(Braden, Clark, and Shenker, 1994), and has since suggested that a new theory addressing network core 

functionality should be created to co-exist with the end-to-end principle (Blumenthal & Clark, 2001) and 

that the end-to-end principle should be generalized with a new form of modularity that can gracefully 

accommodate tussle along various competing players (Clark et. al., 2005). We believe that the 

introduction of QoS, and hence the creation of a smart network, will increase the range of applications 

that can be efficiently run on the Internet. 

 

Openists support a policy based on open access, including a broad ban on vertical integration. We 

agree with the need for an open interface between network infrastructure and applications, but do not 

believe that net neutrality by itself is threatened by vertical integration that crosses other layer 

boundaries. 
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Deregulationists present economic arguments that regulation will hinder investment by ISPs and 

that in the absence of regulation ISPs will vertically integrate only in ways that maximize consumer 

welfare. However, other economists argue that the same theory of network externalities indicates that 

ISPs do have an incentive to discriminate against competing application providers, and that the economic 

benefits of net neutrality outweigh the costs. We accept here this latter claim, and agree with the goal of 

providing a level playing field. Although we agree that development of applications drives network 

infrastructure investment, we do not believe that vertical integration violating an open interface between 

infrastructure and applications is necessary to foster new applications. 

 

Some deregulationists have also suggested that competition can be more effectively fostered 

between different physical networks that are matched to different types of applications. We strongly 

disagree, and believe that 20 years of convergence provides strong evidence for the efficiency of 

integrated networks over the use of separate infrastructures. 

 

Finally, many deregulationists equate QoS with other types of discriminatory network behavior 

(e.g., caching or priority listing of search results) and use this to argue that QoS should not be regulated. 

We strongly disagree. We are concerned with the use of prioritization when there is limited competition 

(e.g., QoS); we have faith that free market dynamics will adequately address the use of prioritization 

when there is sufficient competition (e.g., caching or priority listing of search results). Equating the two 

types of prioritization ignores the distinction between network infrastructure services (e.g., QoS) which 

must be implemented in the access network and network applications (e.g., caching) which can be 

implemented in other ISPs’ networks. 

 

We agree with the Nondiscriminationist camp’s arguments that there are good and bad uses of 

traffic discrimination. Although we do not believe that QoS requires vertical integration, we support a 

policy that allows vertical integration and traffic differentiation, but restricts their use to ensure that ISPs 

do not discriminate in a manner that extracts oligopoly rents. However, whereas Wu (2003) would ban 

discrimination at the Internet network layer and hence ban QoS based on the type of application, we 

believe that an open interface is a cleaner and more effective solution. This difference will become clear as 

we analyze what types of ISP network management should be considered unacceptable. 

5. Acceptable and Unacceptable ISP Network Management 

 

In this section, we use our approach to delineate which types of network management should be 

considered acceptable and which unacceptable. We consider a wide range of network management actions 

related to net neutrality. For each, we decide whether the action should be allowed or prohibited by 

considering the goals presented in the last section as well as the general intent of the Communications Act 

as applied to other technologies. We focus on the case in which sufficient competition does not exist in the 

Internet access market; where sufficient competition exists we choose to apply forbearance. When doubt 

remains as to the desirable policy goal, we choose the action most likely to encourage a level playing field. 
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5.1 Blocking 

 
First, consider blocking of either a web page or an application. Currently, blocking (when used) is 

usually done on the basis of the type of application. This type of blocking can be beneficial, e.g., firewalls 

that block security intrusions. However, it can also be anti-competitive, e.g., an ISP that blocks all VoIP 

traffic in order to limit competition to its own voice service. In some instances, blocking based on 

application type can be viewed as either beneficial or harmful depending on user preferences, e.g., a 

firewall that blocks all file-sharing traffic. 

 

Is it acceptable for an ISP to block applications, on the basis of the application type?  In the 

absence of sufficient competition in infrastructure, we believe such blocking is not acceptable because it 

may violate goal A stated above. While some ISPs block certain applications to limit bandwidth use, we 

believe that network management should be transparent and that tiering is a superior solution. Even if 

sufficient competition exists, then the layered architecture of the Internet strongly suggests that such 

blocking should be rare. Our answer is that blocking based on application type should be a decision made 

by the consumer, not the ISP. 

 

It is less common to block web pages or applications based on the source and/or destination. 

However sometimes this type of blocking is used for security purposes. Examples include parental control 

software and firewalls that block all traffic from unknown addresses. Is it acceptable for an ISP to block 

applications, on the basis of the source and/or destination of the traffic?  We believe this is fairly 

straightforward, and that blocking based on source and/or destination should also be a decision made by 

the consumer, not the ISP. 

5.2   Degradation 

 

Next, we consider degradation of Internet traffic. Currently, intentional degradation is common in 

a few scenarios. First, it is common to place a limit on the bandwidth of a broadband user’s access link 

that is lower than the speed the link could accomplish. Such limits, referred to as tiering, are often used to 

differentiate service offerings by a selection of access rates, and to charge different prices for these 

different service offerings. Although tiering is a form of intentional degradation, neither the pro or anti net 

neutrality lobbies oppose its use. Second, it is increasingly common for an ISP to place bandwidth limits 

on certain classes of applications, e.g., traffic shaping. Currently, the most common such limits are on file 

sharing traffic, which otherwise may consume a large proportion of the available bandwidth and cause 

congestion for all other applications. The bandwidth limits degrade the performance of the applications to 

which they are applied, but do not block the applications entirely. Both tiering and traffic shaping are 

intentional degradation based on the type of application (and in the case of tiering on consumer payment). 

In contrast, degradation of traffic based on the source and/or destination is both technically difficult and 

uncommon18. 

                                                 
18 We do not consider congestion control measures (e.g., TCP) which treat all users similarly as being 

intentional degradation based on source or destination. 
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Is it acceptable for an ISP to intentionally degrade traffic?  We believe that degradation based on 

application type, e.g., tiering and traffic shaping, is acceptable since it does not bias the network toward 

certain providers. Indeed, we believe that such techniques can be crucial elements of network 

management, support goal F, and should not be discouraged. However, we believe that any degradation 

based on source or destination should also be a decision made by the consumer, not the ISP, since it 

would violate goal A in much as the same manner as blocking based on source or destination. 

5.3   QoS 

 

Finally, we consider QoS mechanisms such as reservations or priorities. QoS is often used by 

carriers to provide acceptable performance for their own VoIP or video conferencing traffic as part of 

business packages that offer combined voice, video, and data transport. Although use of QoS for 

residential service is currently less common, we expect its use to increase with the growth in residential 

VoIP, video conferencing, and video streaming. 

 

A traffic stream receives enhanced performance through QoS if the stream requests it and the 

carrier grants the request. A carrier may grant QoS requests: (1) to only its own applications (e.g., only 

its own VoIP subscribers), (2) to particular applications types (e.g., VoIP packets from all providers), or 

(3) on the basis of contractual arrangements (e.g., consumer and/or application provider payment). 

 

A central component of net neutrality policy is the decision of how to treat QoS mechanisms. Is it 

acceptable for an ISP to implement QoS in its network?  Some net neutrality proponents argue that the 

Internet should only provide best-effort service so that all Internet streams are treated identically; this 

group opposes any use of QoS. Although some carriers may choose alternate methods to provide 

acceptable performance to voice and video applications, we believe that a broad ban on use of QoS is a 

Luddite instinct. Furthermore, we do not see any precedent in the Communications Act for a similar ban 

on a set of technologies. We therefore believe use of QoS can be acceptable. The real issue, we believe, is 

how QoS is used. 

 

Is it acceptable for QoS to be based on application type?  Currently, the Internet adopts different 

types of transport19 for different types of applications. QoS would fall into the same category. We do not 

see a threat to goals A-C through this use of QoS, and our open interface approach would allow it. As an 

example, if a carrier chooses to deploy QoS mechanisms in their network and to make these mechanisms 

available to all VoIP traffic, regardless of the application provider supporting the service, we believe this 

approach should be allowed. The anti net neutrality lobby supports this position. The pro net neutrality 

lobby, excepting those who believe QoS should not be allowed in any manner, also supports this position. 

 

                                                 
19 TCP versus UDP. 
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Is it acceptable if a carrier deploys QoS in its network to support some of its own applications, 

but does not offer these mechanisms to competing application providers?  The anti net neutrality lobby 

argues that refusal to provide access for QoS to application providers would not hinder the application 

provider’s ability to deploy new services. We disagree. QoS should be classified as infrastructure, not 

application, because it must be implemented in every portion of the network in which congestion occurs in 

order to be effective. As a result, there is no effective option available to application providers who wish to 

provide enhanced performance to voice and video applications; they must receive the same QoS as the 

carrier uses for its own similar applications in order to compete effectively. In support of goals A and C, 

we conclude that it is not acceptable for a carrier to deploy QoS in its network to support some of its own 

applications, but not to offer these mechanisms to competing application providers. Therefore, we believe 

that QoS on the basis of source or destination is not acceptable. 

 

The remaining issue with use of QoS is whether it is acceptable for QoS to be based on consumer 

and/or application provider payment. The anti net neutrality lobby argues that this approach should be 

allowed without constraint. Such contractual arrangements based on consumer payment are likely to be 

combined with tiering, e.g., for a small additional fee all VoIP traffic to/from a particular residence will 

receive QoS. Alternately, contractual arrangements for QoS could be based on provider payment, e.g., all 

VoIP traffic to/from a particular provider will receive QoS. Both approaches are technically feasible. The 

fee for such service could be a flat monthly fee, a per-minute charge, or a per-byte charge. Any consumer 

fee would almost certainly be based on a publicly available fee schedule, and therefore be 

nondiscriminatory. We see no threat to goals A through C from QoS based on consumer payment, and 

believe allowing this approach supports goal G. We also note that most pro net neutrality groups would 

agree. 

 

Application provider fees for QoS, however, could potentially be subject to commercially 

negotiated agreements, as are commonly used when carriers offer virtual private networks to business 

customers. Such agreements open the door to potential discrimination between various application 

providers. Under the policy developed above, we have already chosen to prohibit an ISP from offering QoS 

to only selected application providers, so the issue here is whether an ISP can charge different fees to 

different application providers. We believe the open interface approach suggests that any such 

discrimination must be reasonable, e.g., based on the differences in cost of providing QoS. We conclude 

that similar constraints should be placed on QoS based on provider payment. 

5.4   Summary 

 

The decisions made in above with regard to what types of network management should be 

allowed or prohibited result in an answer of yes for every row in table 2. All of the bills in Congress 

prohibit blocking, as would we. With regard to degradation, our decision to allow traffic-shaping puts us at 

odds with the Wyden bill, whereas our decision to prohibit degradation on the basis on source or 

destination (unless elected by the consumer) puts us at odds with the House and Senate bills. On use of 

QoS, our decision to allow QoS based on application type puts us at odds with the Wyden bill, whereas our 

decision to prohibit exclusive use of QoS puts us at odds with the House and Senate bills. Finally, our 

decision to allow either consumer or provider payment for QoS puts us at odds with the Markey, 
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Sensenbrenner, and Snowe-Dorgan bills, whereas our mandate that such fees be reasonable and 

nondiscriminatory puts us at odds with the House and Senate bills. 

 

To illustrate these policy decisions, consider their effect upon an ISP who offers both broadband 

Internet service and a separate VoIP service. The effects of our policy goals are shown in table 2. 

 

Is it acceptable if … Answer 

… a carrier blocks a competitor’s VoIP traffic? no 

… a carrier doesn’t block a competitor’s VoIP traffic, but doesn’t offer QoS to 

competitor’s VoIP subscribers while using QoS for its own VoIP subscribers? 

no 

 

… a carrier gives a broadband subscriber who uses a competitor’s VoIP service the 

choice of (a) best-effort transport of their VoIP traffic as part of the basic broadband 

package, (b) enhanced performance for their VoIP traffic for an additional 1¢/min paid 

by the subscriber, or (c) enhanced performance for up to 500 minutes of their VoIP 

traffic for an additional $5/month paid by the subscriber? 

yes 

… a carrier gives a VoIP competitor the choice of (a) best-effort transport of their VoIP 

traffic as part of the subscriber’s basic broadband package or (b) enhanced performance 

for their VoIP traffic for an additional 1¢/min paid by the VoIP provider? 

yes 

… a carrier charges different VoIP competitors different prices for QoS? no 

… a carrier charges VoIP competitors a uniform price for QoS, but a different price than 

charged to its own affiliates? 

no 

 Table 2. Effect of policy goals upon an ISP offering VoIP. 

 

6. Statute Language 

 
Goals A-G, as presented above, are implemented in draft statute language in the following 

subsections. The new definitions of Internet infrastructure services, Internet application services, and 

access network are presented in section 6.1, which helps implement goal D. Sections 6.2-6.4 guarantee 

consumers the right to an open interface between infrastructure and applications, implementing goals A-

C. Section 6.5 guarantees ISPs the right to use network management techniques in a pro-competitive 

manner, implementing goals E-G. 

 

In each section, we alternate between presenting draft statute language (indented and written in 

italics) and discussion of the statute language. 

6.1   Definitions 

 

As discussed above, we strongly disagree with the FCC decision to classify Internet access solely 

as an information service. We present new definitions of Internet infrastructure and applications to rectify 
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this, and to introduce terms that are meaningful in both telephone networks and the Internet. These 

terms will be used as a foundation for the language in the following sections:  

 

SECTION 1. DEFINITIONS.  

In this title:  

 

(1) INTERNET INFRASTRUCTURE SERVICES. The term ’Internet infrastructure services’ 

means all services- (A) over a network that uses a public right-of-way; and (B) that reside 

at or below the network layer or are required to manage the network.  

 

(2) INTERNET APPLICATION SERVICES. The term ’Internet application services’ means all 

services-(A) over a network that uses a public right-of-way; (B) that are not infrastructure 

services; and (C) that do not fall under Title VI of the Communications Act.  

 

(3) NETWORK LAYER. The term ’network layer’ means the third layer of the 7-layer Open 

Systems Interconnection Model, responsible for message addressing and for routing 

information within the network, including routing within the telephone network and 

including the Internet Protocol within the Internet.  

 

These terms agree with the intent of the older terms telecommunication services and information 

services. Internet infrastructure services do not change the content of information, similar to 

telecommunication services. In contrast, Internet application services create, store, or change the 

presentation of information, similar to information services. 

 

Maintaining a distinction between the Internet infrastructure and applications is critical to 

formulation of good communications policy. Internet infrastructure services can only be provided by 

carriers, and must be provided by each carrier on their portion of the network. Such services include 

multi-user sharing of a wire or frequency (e.g., Ethernet or WiFi), routing (e.g., IP), and address 

assignment (e.g., DHCP). Internet infrastructure services require large investments into loops or wireless 

spectrum and switches or routers. Since Internet infrastructure services often require substantial 

hardware and must be implemented in each portion of the Internet, they reflect a high barrier-to-entry. 

Internet application services can be provided by carriers or by many other application providers on the 

Internet. Such services include e-mail, web-hosting, caching, voicemail, and the portions of VoIP and IPtv 

that can be offered by independent application providers. Since Internet application services are typically 

software-based and can be placed at many locations within the Internet, they usually reflect a low barrier-

to-entry. 

 

Among Internet infrastructure services, a further geographic distinction is worthwhile. Access 

networks, commonly called the last mile, are the portions of the Internet that must be transversed to 

communicate with other Internet locations. Access networks currently often have limited competition. The 

portion of the Internet that resides outside of access networks is commonly called the Internet backbone. 
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The backbone currently exhibits substantial competition. Section 1 presents a definition of access 

networks:  

 

(4) ACCESS NETWORK -The term ’access network’ means the portions of the Internet 

service provider’s network which must be transversed to form routes from the Internet to 

its subscribers.  

 

These definitions effectively limit the scope of regulation presented in other sections, and 

implement goal D. 

6.2 Principles 

 
Many of the bills addressing net neutrality incorporate some of the FCC principles. We start by 

implementing the first three FCC principles, with language based roughly on the Senate Commerce bill. 

These principles guarantee a subscriber’s right to use and offer content and applications, and guarantee a 

subscriber’s right to connect devices.  

 

SECTION 2. PRINCIPLES  

Except as otherwise provided in this title, with respect to Internet services, each Internet 

service provider shall allow each subscriber to-  

 

(1) access, use, post, receive, or offer any lawful content, application, or service of that 

subscriber’s choosing;  

 

(2) connect any legal device of that subscriber’s choosing to the Internet access 

equipment of that subscriber, if such device does not harm the network of the Internet 

service provider;  

 

We next implement part of the fourth FCC principle, with language taken from the Snowe-Dorgan 

amendment to the Senate Commerce bill. Unlike the Snowe-Dorgan amendment, however, this provision 

is subject to allowed network management techniques as specified in section 5. In conjunction with 

section 5, this guarantees ISPs the right to implement bandwidth allocation and QoS and to sell such 

service, and it guarantees subscribers the right to purchase such service that discriminates only on 

application type, broadly supporting goals A-C.  

 

(3) receive service that does not discriminate in the carriage and treatment of Internet 

traffic based on the source, destination, or ownership of such traffic; and  

 

Finally, we implement a often proposed 5th principle, the consumer’s right to information, using 

language taken from the Senate Commerce bill:  
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(4) receive clear and conspicuous information, in plain language, about the estimated 

speeds, capabilities, limitations, and pricing of any Internet service offered to the public.  

 

6.3 Discrimination 

 
Although principle (3) above is an elegant statement of the pro net neutrality lobby goals, we do 

not believe it is sufficient to fully implement goals A-C. In particular, we do not believe that it alone 

prohibits unjust or unreasonable discrimination in charges. To reinforce these goals, section 3 of the draft 

statute language applies to ISPs, in a restricted manner, the portion of the Title II of the Communications 

Act that places limits on use of discrimination and preferences:  

 

SECTION 3. DISCRIMINATION AND PREFERENCES  

For purposes of sections 202 and 206 through 209 of the Act, an Internet service provider 

shall be treated as a common carrier, and Internet infrastructure service shall be treated 

as a communications service.  

 

We apply the limits specified in section 3 only to services that can be provided only by the ISP, 

using the new term Internet infrastructure service. We also apply these limits only when a competitive 

market is absent, through coordinating provisions in section 4 below. Section 3 does not apply other 

requirements on common carriers, e.g., tariffs, interconnection, or unbundling, to ISPs. 

6.4 Competition 

 
The Internet has developed in a manner in which ISPs often also serve as application providers. 

To directly address such vertical integration, we draw upon other provisions from Titles II and VI of the 

Communications Act that address vertical integration in telephone and cable networks. 

 

First, however, we implement goal E by limiting application of net neutrality to situations in which 

sufficient competition does not exist. This can be accomplished by ensuring that the forbearance 

provisions currently in Title I of the Communications Act apply to ISPs offering Internet infrastructure 

service:  

SECTION 4. COMPETITION 

  

(a) For purposes of section 10 of the Act, an Internet service provider shall be treated as a 

telecommunications carrier, and Internet infrastructure service shall be treated as a 

telecommunications service.  
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This provision therefore allows forbearance from the limits placed through section 3 when there is 

a competitive market. 

 

We turn next to the responsibilities of vertically integrated ISPs to their own subscribers and 

peers. When an ISP offers applications that rely on Internet infrastructure services, we require the ISP to 

make available to competitors the same Internet infrastructure services at the same prices:  

 

(b) An Internet service provider shall make available to subscribers and other Internet 

service providers - on the same prices, terms, conditions of sale, and delivery - any 

Internet infrastructure services provided on its access networks as the Internet service 

provider offers to Internet application services provided by itself or its affiliates.  

 

(c) An Internet service provider shall provide Internet infrastructure service to subscribers 

and other Internet service providers, that is at least equal in quality to that provided 

by the Internet service provider to itself or its affiliates.  

 

Provision (b) is based on section 628(c)(2) of the Communications Act, which governs program 

access in vertically integrated video programming and delivery. Provision (c) is based on section 

251(c)(2)(c), which addresses quality of service responsibilities for interconnecting carriers. 

 

Finally, we turn to the responsibilities of vertically integrated ISPs to subscribers of other ISPs. 

Without regulating peering agreements, we wish to prohibit a vertically integrated ISP from using service 

level agreements with its peers to favor its own applications. We use language based on section 628(b) of 

the Communications Act, which places similar restrictions on vertically integrated video programming and 

delivery:  

 

(d) It is unlawful for an Internet service provider to engage in unfair methods of    

competition, unreasonably discriminatory conduct, or unfair or deceptive acts or practices, 

the purpose or effect of which is to hinder significantly or to prevent any Internet 

application provider from providing content, applications, or services to consumers.  

 

Provisions (b), (c), and (d) reinforce goals A and B. 

 

6.5 Network management 

 
Goal F requires a delineation of allowed network management practices. The Senate Commerce 

bill included most of the required provisions:  

 

SEC. 5. NETWORK MANAGEMENT.  
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An Internet service provider may-  

 

(1) protect the security, privacy, or integrity of the network or facilities of such provider, 

the computer of any subscriber, or any service, including by- (A) blocking worms or 

viruses; or (B) preventing denial of service attacks;  

 

(2) facilitate diagnostics, technical support, maintenance, network management, or repair 

of the network or service of such provider;  

 

(3) prevent or detect unauthorized, fraudulent, or otherwise unlawful uses of the network 

or service of such provider;  

 

(4) block access to content, applications, or services that Federal or State law expressly 

authorizes to be blocked, including child pornography;  

 

(5) provide consumers Parental Control applications, devices, or services, including- (A) 

blocking access to websites with obscene or adult content; (B) blocking display of 

video content based on a common rating; or (C) offering a family friendly tier of 

service;  

 

(6) allow a subscriber to elect to have content, applications, or services blocked at the 

request of such subscriber;  

 

We add a 7th provision to explicitly guarantee ISPs the right to alleviate congestion by treating 

all traffic similarly, or by treating all applications of the same type similarly:  

 

(7) alleviate congestion in a manner that does not distinguish based on the source or 

ownership of content, application, or service;  

 

Finally, we suggest two provisions to support goal G. Both work in conjunction with provision (3) 

in section 2. Provision (8) guarantees ISPs the right to sell reserved bandwidth and QoS to both their 

residential and business subscribers. Provision (9) guarantees ISPs the right to discriminate in the carriage 

of Internet traffic based on peering arrangements with other ISPs. Such peering arrangements would 

allow for reserved bandwidth and QoS to be provided cooperatively by multiple ISPs.  

 

(8) offer directly to a subscriber Internet service at different prices based on defined levels 

of bandwidth, quality of service, or the actual quantity of data flow over a user’s 

connection, and discriminate in the carriage and treatment of Internet traffic based on 

such contract with that subscriber; and  
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(9) enter into contracts with other Internet service providers, and discriminate in the 

carriage and treatment of Internet traffic based on such contract with that Internet 

service provider.  

6.6 Further Study 

 
Both the House and Senate bills required the FCC to conduct further review related to net 

neutrality. We suggest here a study more tightly focused on potential anti-competitive problems, using 

the new definition of Internet infrastructure services:  

 

SECTION 6. FCC REVIEW  

 

(a) IN GENERAL. Beginning 1 year after the date of enactment of this Act, the Federal 

communications commission shall report annually to the Committee on Commerce, 

Science, and Transportation of the Senate and the Committee on Energy and 

Commerce of the House of Representatives regarding-  

 

(1) the developments in Internet infrastructure services, including Internet 

architecture, peering and interconnection, routing, and quality of service; 

  

(2) contracts between Internet service providers and subscribers for Internet 

service, including levels of bandwidth and quality of service, and any 

discrimination in the carriage and treatment of Internet traffic based on such 

contracts;  

 

(3) contracts between interconnecting Internet service providers, and any 

discrimination in the carriage and treatment of Internet traffic based on such 

contracts; and  

 

(4) how such developments impact the development of Internet applications that 

rely on evolving Internet infrastructure services. 

  

(b) DETERMINATIONS AND RECOMMENDATIONS. The Federal Communications 

Commission shall make such recommendations under subsection (a), as the 

Commission determines appropriate.  

 

 



458 Scott Jordan International Journal of Communication 1 (2007) 

7.   Conclusion 

 
We have developed a net neutrality policy based on a delineation of Internet infrastructure and 

Internet applications. We argued that the net neutrality issue was caused by technology convergence, and 

that any solution should mirror the architecture of the Internet. We believe that the central problem is the 

ability of an ISP with market power to use Internet infrastructure to favor its own applications or 

otherwise discriminate in a manner that extracts oligopoly rents. We illustrated how communications 

policy can prohibit such anti-competitive behavior without restricting desirable forms of network 

management. This approach differs with many of the pro net neutrality bills in that it allows 

nondiscriminatory network management techniques and QoS and it allows consumer or provider payment 

for QoS; it differs with many of the anti net neutrality bills in that it prohibits discriminatory use of 

Internet infrastructure and discriminatory degradation and mandates reasonable and nondiscriminatory 

fees for QoS. 

 

Our proposed statute language is not complete. In particular, enforcement must be addressed. 

Furthermore, net neutrality is not the only issue resulting from a fragmented communications policy; a 

broader consideration of the effect of technology convergence upon communications policy is warranted. 
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Do wireless networks merit different net

neutrality than wired networks?
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Abstract

This paper attempts to answer whether wireless net neutrality should be different
than wired net neutrality because of the different technologies used. We are con-
cerned with whether the challenges of wireless signals and mobility merit different
traffic management techniques, and how these techniques may affect net neutrality.
We address whether wireless network operators should have a different ability to
restrict applications used on their networks than wired ISPs. We are also concerned
with which wireless applications or services should be covered by a net neutrality
requirement, and whether this requires the definition of managed services. We re-
view the pertinent aspects of network architecture and discuss the main differences
between wired and wireless networks. We find that wireless networks differ sub-
stantially from wired networks only at and below the network layer. We then more
specifically address how traffic management differs in wireless networks. We con-
clude that wireless networks require stronger traffic management. We find, however,
that despite the differences in traffic management, similar net neutrality concerns
apply. We state our general position on net neutrality, and then examine how it may
apply to wireless net neutrality. We argue that since the differences between wired
and wireless networks lie in lower layers, net neutrality in both wired and wireless
networks can be effectively accomplished by requiring an open interface between
network and transport layers.

1 Introduction

Net neutrality has typically been discussed in the context of wired networks,
with a focus on the wired public Internet. Those who support wired net neu-
trality generally believe that there is a danger that Internet Service Providers
(ISPs) who offer applications may discriminate in favor of themselves over

Email address: sjordan@uci.edu (Scott Jordan).

TPRC October 2010



competing application providers. Examples of such conflicts may include ca-
ble ISPs that discriminate in favor of their own Voice-over-IP (VoIP) packets
over competing VoIP providers’ packets and telephone ISPs that discriminate
in favor of their own video over IP packets over competing video providers’
packets. Those who oppose wired net neutrality generally believe that any
such danger does not represent a market failure and that net neutrality reg-
ulation will be counterproductive. Good overviews of the arguments on both
sides can be found in Clark (2007), Peha (2007), and Jordan (2007).

Recently, the question has arisen over whether and how net neutrality should
apply to wireless networks. In wireless networks, similar anticompetitive con-
cerns may apply. Cellular network ISPs may have the incentive to discriminate
in favor of their own video packets over competing video providers’ packets.
In addition, they may have the incentive to discriminate against any applica-
tions that compete with their primary revenue streams, including all compet-
ing voice and text-messaging applications that run over the Internet Protocol
(IP).

The key question that this paper attempts to address is whether wireless net
neutrality should be different than wired net neutrality because of the different
technologies used. There is little academic literature that directly addresses
net neutrality in wireless networks. Wu (2007) started much of the current
debate, where he focussed on whether subscribers should be able to attach
wireless devices of their choice. Wu argued for the extension of the Federal
Communication Commission’s (FCC) Carterfone rules FCC (1968) to wireless
networks, including a prohibition on locking of devices to a carrier and allowing
attachment of compatible and non-harmful devices. To allow such attachment,
he proposes that industry or the FCC should define a basic air interface for
wireless devices. Wu also argues for the application of net neutrality to wireless
networks, which at the time meant application of the FCC’s Internet Policy
Statement (FCC, 2005), and stated that carriers should meter and charge for
bandwidth usage rather than block particular applications. Wu also argued
for wireless carrier disclosure of limits, including locks, protocol or application
disabling, and bandwidth limits. Finally, he recommended that carriers and
equipment manufacturers should work towards standardization of application
development platforms.

In response, Hahn et al. (2007) claim that attachment of devices and Quality-
of-Service (QoS) are separate issues. Having previously opposed net neutrality
as a method to regulate QoS (Hahn and Litan, 2007), in this paper they
argue against many of Wu’s proposals. First they argue that there is sufficient
wireless competition to avoid market failure and that innovation in wireless
devices and applications is thriving. Next they provide an economic analysis
and argue that the results show that the benefits of device subsidies, device
exclusivity, and limits on devices and on applications outweigh the costs of
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each.

Both of these papers focus primarily on the device attachment issue. Neither
focuses on the differences in traffic management between wired and wireless
networks, and hence on potential differences with respect to QoS.

The debate has entered the public policy arena. The FCC, in its Notice of Pro-
posed Rulemaking on Open Internet Practices (FCC, 2009) (hereafter referred
to as the NPRM), asks whether net neutrality should be applied differently
to wireless networks than to wired ones. It notes that wireless networks face
special challenges due to attenuation and interference, and that they deter-
mine how users and devices share scarce resources through control over the
frequency, time, and power of wireless devices’ transmissions. It asks whether
wireless devices and/or wireless networks merit different treatment.

With respect to device attachment, the NPRM asks whether subscribers should
be able to connect wireless devices of their choice providing that they do not
“harm the network”. It ponders whether wireless ISPs should allow attach-
ment of any device with a compatible air interface, including tethering, and if
so how to prevent harm.

With respect to services, the NPRM considers which applications or services
should be covered by a net neutrality requirement. It considers whether to
exclude managed services, defined as IP-based offerings such as voice and sub-
scription video provided over the same networks used for broadband Internet
access. It proposes that a nondiscrimination principle should only apply to
Internet services, and thus exclude voice and short messaging services (SMS).
However, it ponders what to do in 4th generation (4G) wireless networks ca-
pable of supporting voice, video, and data services on a converged platform
architecture.

With respect to traffic management, the NPRM notes that wireless capacity
may be more limited than wired capacity, and that demands can vary dynam-
ically and widely among users. It discusses that wireless networks must be
designed to deal with wide variations in signal levels across the service area as
well as interference from other devices. It ponders whether wireless networks
are more sensitive to user behavior. It asks how these differences in techni-
cal characteristics affect the reasonableness of various network management
practices, e.g. whether it is reasonable for a wireless ISP to block particular
capacity hungry applications. It also asks what impact tethering will have
on wireless network congestion, and what network management measures are
reasonable in this context.

The key question that this paper attempts to address is whether wireless net
neutrality should be different than wired net neutrality because of the different
technologies used. We recognize that readers of this paper will have a diverse
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set of opinions on net neutrality. However, we expect that, independent of
one’s position on net neutrality, readers may wonder whether wireless networks
should be treated similarly or differently than wired networks with respect to
net neutrality. That is the central issue of this paper.

The first portion of the paper addresses this question without taking a position
on net neutrality. However, a few basic hypotheses are necessary to focus the
analysis. First, the paper focuses on whether some form of net neutrality is
required to ensure a level playing field between application providers who
also serve as ISPs and application providers who do not serve as ISPs; other
rationales for net neutrality are not considered here. Second, it is assumed that
the primary method of potential discrimination is the use of QoS mechanisms
such as packet prioritization or bandwidth reservation.

The primary focus is thus placed on applications and traffic management,
rather than device attachment. We are concerned with which applications or
services should be covered by a net neutrality requirement, and whether this
requires the definition ofmanaged services. We are concerned with whether the
challenges of wireless signals and mobility merit different traffic management
techniques, and how these techniques may affect net neutrality.

There seem to be several parts of this issue. First, whatever one’s position on
net neutrality in wired networks, do the differences in the definition of rea-
sonable network management or managed services between wired and wireless
networks merit different treatment with respect to net neutrality? The res-
olution of this issue seems to depend in part on whether wireless networks
require qualitatively different types of network management than wired net-
works. Second, should wireless network operators have a different ability to
restrict applications used on their networks than wired ISPs? The resolution of
this issue seems to depend in part on whether applications have a greater abil-
ity to negatively interfere with desired network operation in wireless networks
than in wired networks. Third, should wireless network operators have a dif-
ferent ability to restrict devices used on their networks than wired ISPs? The
resolution of this issue seems to depend in part on whether wireless devices
have a greater ability to negatively interfere with desired network operation
than their wired counterparts.

The focus in this paper is on the first two issues (reasonable network man-
agement and restricting applications). Section 2 reviews the pertinent aspects
of network architecture and discusses the main technical differences between
wired and wireless networks. Section 3 more specifically addresses how wired
and wireless networks differ with respect to traffic management. With that
basic understanding of network architecture, in section 4 we turn to the ques-
tion of how the differences in traffic management affect net neutrality. Finally
in section 5 we state our general position on net neutrality, and examine how
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it applies to wireless net neutrality.

2 How are wireless networks different than wired networks?

The reference models for layered network architectures are the OSI model and
the Internet layering model (Braden, 1989), both pictured in figure 1.

We will consider differences between wireless and wired networks by the layer,
starting at the bottom. The design of the OSI layer 1 protocol of a network
is very tightly connected to the type of transmission medium used in the
network, e.g. wireless, fiber, coaxial copper, etc.. Each transmission medium
has different characteristics of how signals propagate through or down the
medium. There are two key physical layer challenges.

First, signals become weaker (or attenuate) as they propagate. Wireless signals
usually propagate in free space, and hence the signal energy is spread out over
all directions in three dimensional space, quickly growing weaker. In contrast,
wired signals propagate down a guided path, and hence the signal energy does
not spread out as much. Attenuation is thus usually a greater challenge in
wireless networks. Second, noise and interference cause difficulties. The envi-
ronment adds background noise to the signal. In addition, a wireless signal
bounces off of many objects (e.g. buildings), and these additional copies of
the signal (called multipath) can be either beneficial or detrimental. If a wire-
less user is also mobile, then the amount of attenuation and multipath are
continually changing.

The OSI layer 1 protocol of a network is thus matched to the characteristics
of the transmission medium used in the network; different mediums warrant
different LAN-link layer protocols. Signals are encoded (or modulated) in a
manner that is effective given the attenuation and noise challenges. Wireless
networks often use more complex modulation schemes than wired networks,
in order to combat more severe attenuation and interference. In addition, the
modulation scheme determines in what dimension users share network capac-
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ity 1 . It may specify that a transmission use all of the available frequency or
only a specified portion (or channel) of the available frequency. Many wire-
less modulation schemes intentionally encourage multiple transmissions to talk
over each other by simultaneously using all available frequency, and the scheme
sorts it out later. Finally, wireless modulation schemes continually monitor and
modify the transmission power levels of each user (i.e. telling each network de-
vice to talk more softly or more loudly) to deal with changing attenuation and
multipath levels.

We now move up to OSI layer 2, the data link layer. The design of the OSI
layer 2 protocol of a network is also tightly connected to the type of network.
The data link layer protocol, given the modulation scheme implemented in
OSI layer 1, decides in real-time which users can transmit when and on which
channel. Some data link layer protocols (such as those used in Ethernet and
cable modems) take a laissez-faire approach. They let users attempt to trans-
mit whenever they don’t hear any other user talking. Occasionally multiple
users will attempt to transmit at the same time; upon learning of the result-
ing packet collision, these users will have to attempt their transmissions again
later. Other data link layer protocols (such as those used in DSL and tele-
phone systems) take a more organized approach. They make users take turns
and/or they assign different users to different channels. A few data link layer
protocols (such as those used in 802.11 and many cell phone networks) adopt
an in-between approach by giving users more direction than the laissez-faire
ones but less direction than the organized ones.

Anytime that the modulation scheme and the data link layer protocol allow
multiple signals to overlap in time, space, and frequency, this phenomenon
is called interference. In wired networks, interference arises when multiple
users or devices on the same wire transmit at the same time on the same
frequency. In wireless networks, interference is caused when multiple users or
devices within hearing distance of each other transmit at the same time on
the same frequency. Interference in wireless networks is usually worse than
in wired networks, because there are typically more wireless devices within
hearing distance of each other than wired devices share a wire. As a result,
the data link layer protocol is also carefully matched to the type of network,
including whether it is wired or wireless.

We now move up to OSI layer 3, the network layer. Portions of the design of
OSI layer 3 protocol of a network may depend on whether the network is wired
or wireless. In both types of networks, the network layer specifies how devices
addresses (e.g. IP addresses) are interpreted, and determines how a packet
is routed from one network device to the next. Wireless networks, however,
have additional tasks at this layer. They often must consider the allocation

1 Higher layers determine how much capacity each user or application is allocated.
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of wireless network resources amongst cells (part of Radio Resource Manage-
ment), and this function is implemented in the network layer. In addition,
wireless networks with mobile users must accommodate users who move from
one cell to another in the middle of a call or connection (called handoffs). In
wired networks and in some wireless networks (including Wi-Fi), the Internet
Protocol (IP) and its associated routing algorithms are the dominant proto-
cols at the network layer. In some wireless networks (including some cellular
networks), a different set of protocols (Signaling System 7) emanating from
telephone networks are used to implement a different method of addressing
and routing. Sometimes the two sets of protocols are used together, so that
higher layer Internet protocols can interface via IP to lower layer Signaling
System 7 protocols.

Finally we consider OSI layers 4 through 7. These layers are responsible
for managing calls or connections, responding to congestion in the core net-
work, authenticating users, presenting data, and interfacing to applications.
Although wireless networks have some special requirements at these layers,
most of this functionality is common between wired and wireless networks.
There are two dominant sets of protocols used. Most wired and some wire-
less networks use the Internet protocols, including the Transmission Control
Protocol (TCP). Some wireless networks use the telephone network protocols
(Signaling System 7). Sometimes variants of Internet protocols are created
for wireless implementation, e.g. variants of TCP to cope with the nature of
wireless attenuation and multipath.

In conclusion, wireless networks differ substantially from wired networks at the
network layer and below. However, they differ in much more limited manners
at transport layer and above. In the next section, we turn more specifically to
how wired and wireless networks differ with respect to traffic management.

3 How is traffic management in wireless networks different than in
wired networks?

As discussed in section 1, we assume that the primary concern of net neutrality
is whether there exists a level playing field between application providers who
are also ISPs and those who are not, and that the primary method of potential
discrimination is the use of QoS mechanisms such as packet prioritization or
bandwidth reservation. The question thus becomes: do the traffic management
requirements of wireless networks vis a vis wired networks merit different
treatment with respect to net neutrality?

The traffic management requirements of wireless networks can differ from
those of wired networks for two broad reasons. First, as discussed in the pre-
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vious section, wireless networks face greater challenges due to the nature of
the wireless medium and often due to mobility of their users. These challenges
include attenuation, multipath, interference, and handoffs.

Second, many wireless networks (especially cell phone networks) rely heav-
ily upon their ability to offer satisfactory performance for telephone calls.
Networks that specialize in supporting real-time applications allow only very
limited queuing in network devices, so that each device adds only very small
queuing delays. In addition, these networks reserve capacity for each call or
connection or otherwise limit the total traffic in the network, so that the neg-
ative impact of users upon each other is controlled and limited.

In wireless networks, capacity reservation for voice calls is accomplished using
a few different techniques. First, the power used to transmit the signal from
a consumers device and vice-versa is adjusted frequently (often many times
per second) on the basis of attenuation and multipath. The goal of these
adjustments is to maintain a constant quality in the connection. Second, the
network limits the number of number of voice users in each cell in order to
maintain a minimum performance level per user. When a user migrates from
one cell to another, the network attempts to allocate resources in the next
cell; if resources are not available in the next cell and if the user requires too
much transmission power to maintain a connection with the current cell (thus
causing too much interference for its neighbors), the call is terminated. None
of these techniques are yet common in the wired Internet.

These wireless traffic management techniques were designed for the dominant
application on cell phone networks - telephone calls. However, there is a long
term trend toward technology convergence. Both texting and Internet access
are now key applications supported by cell phone networks, and subscribers
pay significant sums for each. Cell phone networks are thus migrating in their
architecture to look more like the Internet. In parallel, on the Internet real-
time applications such as telephone calls, video conferencing, and gaming are
growing in popularity. In response, Internet architecture is expected to mi-
grate in its architecture to more efficiently support these applications. Cable
tv networks now support both Internet access and telephone calls. Its archi-
tecture is also migrating toward one that can gracefully support all three sets
of applications.

In order to support texting and Internet access on cell phone networks, and
to create wireless local area network protocols such as Wi-Fi, traffic manage-
ment techniques were required that are appropriate for delay-insensitive appli-
cations on wireless networks. These techniques have some commonality with
traffic management techniques used in wired networks for delay-insensitive
applications, but they must also cope with the variability of the wireless
medium. Thus, they also borrow ideas from traffic management techniques
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used in wireless networks for real-time applications. Like their wired network
brethren, wireless traffic management for delay-insensitive applications allows
for a wide variety of throughput per connection, so that a wide variety of
applications can be efficiently supported. This is often accomplished using
scheduling in the data link layer protocol (e.g. determining who can transmit
when). Like their wireless real-time application brethren, wireless traffic man-
agement for delay-insensitive applications dynamically adjusts transmission
power on the basis of attenuation and multipath, and may use some elements
of Radio Resource Management to balance load between cells and to support
handoffs.

It is thus true that wireless networks require some different types of traffic
management than wired networks – due to both the nature of the wireless
medium and the greater focus of some wireless networks on real-time applica-
tions. In wireless networks, users compete for resources with other users within
hearing range, rather than only on the same wire. The greater variability of
signals transmitted wirelessly instead of on wires would render real-time ap-
plications useless without some type of QoS implemented to smooth out the
variations. A portion of these QoS techniques must be applied in very quick
response to variations in the wireless signal, and thus must be automated in
the wireless device and in network equipment.

In addition, wireless network capacity is usually more expensive than wired
network capacity. The cost of wired networks is usually dominated by the cost
of purchasing and installing transmission lines, and to a lesser extent by the
cost of network devices such as routers. Wireless networks incur similar costs,
with the cost of transmission lines replaced by the cost of obtaining spectrum.
In addition, wireless networks may incur costs for leasing sites for base stations.
However, the capacity of wireless networks is almost always significantly less
than the capacity of wired networks that cover the same geography, due to the
relative scarcity of spectrum. This decreased capacity translates into a higher
shadow cost for bandwidth 2 . As a result, there is often an incentive for traffic
management techniques in wireless networks to be more efficient than in wired
networks.

In the next section, we turn more specifically to how these differences impact
the issue of net neutrality.

2 Note, however, that in low density areas wireless networks may be lower cost than
wired networks, due to the ability of a single wireless base station to replace a large
number of long transmission lines.
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4 How do the differences in traffic management affect net neutral-
ity?

Some of the questions related to net neutrality take on additional importance
in wireless networks. Do users have the right to run any software of their choice
on wireless devices? Do they have the right to attach wireless devices of their
choice to the network?

Most proponents of wireless net neutrality believe that users should have the
right to attach any device and to run any application, so long as they do not
cause harmful interference to other wireless users. Most opponents of wireless
net neutrality believe that an ISP can reasonably dictate which wireless devices
can be used on their networks, and that either an ISP or a device manufacturer
can reasonably limit which applications can be run on wireless devices; they
believe that there is sufficient competition to ensure that social welfare is
maximized.

In the previous section, we found that wireless networks require some different
types of traffic management than wired networks. These differences included:
quick response to wireless signal variation, limits on the interference users
cause each other, limits on the number of active real-time users, scheduling
of transmissions, and reservation or priority of resources for real-time appli-
cations. In addition, wireless network capacity is usually more expensive than
wired network capacity. The question is: do these differences in traffic man-
agement justify differences in net neutrality?

For proponents, these differences pose a conundrum. They have difficulty
defining harmful interference, and in pinpointing which traffic management
practices are acceptable ways for a wireless network provider to limit harm-
ful interference. More fundamentally, they understand that wireless telephone
calls require these stronger types of traffic management, and that this includes
some type of bandwidth reservation or priority. However, they wish to apply
net neutrality to the remainder of the applications used. As a consequence,
most proponents are left with no choice other than to somehow segment off
wireless telephone calls from other applications, and to apply net neutrality
only to the other applications. One such segmentation is to apply wireless
net neutrality only to the Internet portion of a provider’s offerings. Another
segmentation is to apply wireless net neutrality to everything, but then to
make an exception for managed services. Both approaches face substantial
difficulties as technology convergence erases the difference between telephone
networks and the Internet. How do you define the Internet portion when all
applications, including voice and video, run over IP? Where do you draw the
line between managed services and unmanaged services when there is a wide
variety of applications that require a wide variety of QoS?
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For opponents, the differences between wired and wireless traffic management
are less worrisome, since the stronger techniques used in wireless seem to sup-
port their case more strongly. However, opponents have difficulty explaining
why wireless traffic management requires limits on devices and applications,
when such limits on wired networks would be considered unacceptable. If there
is greater competition amongst wireless providers, why doesn’t that translate
into greater freedom, not less? Opponents often argue that the limits are jus-
tified by wireless interference. However, in both wired and wireless networks
users compete with each other for resources; why does wireless interference
justify limits on applications that wired interference doesn’t? Alternatively,
opponents argue that the limits are justified by the higher cost of wireless
resources. However basic economics would lead one to expect that higher re-
source costs should translate into higher (or differentiated) service costs, not
to somewhat arbitrary limits on use.

Thus, for both proponents and opponents of net neutrality, the differences
between traffic management in wired and wireless networks pose a challenge
to their positions. Having concluded in the previous section that wireless net-
works require some different types of traffic management than wired networks,
we turn to the question of how the differences in traffic management affect
net neutrality. Clearly, despite the differences in traffic management between
wired and wireless networks, similar net neutrality concerns apply.

A key finding in our analysis above is that wireless networks differ substan-
tially from wired networks at the network layer and below, and subsequently
the differences between wired and wireless traffic management techniques lie
almost entirely at or below the network layer, namely at OSI layers 1-3. Pro-
tocols that respond to wireless signal variation, that limit interference, that
limit active real-time users, that schedule transmissions, and that reserve or
prioritize resources, are all in these layers. This is consistent with the Internet
layered model, in which these layers are assumed to be carefully matched to
the particular transmission medium.

As a consequence, we conclude that wireless networks often are justified in
using different traffic management techniques, but only at these lower lay-
ers. It follows that these differences merit a definition of reasonable network
management that recognizes the differences in lower layer traffic management
requirements and techniques. However, it also follows that lack of differences
in upper layers merits a definition of reasonable network management that
enables similar competition at the application layer independent of the type
of network. Wireless networks should address their greater challenges at lower
layers either by exercising stronger lower layer traffic management techniques
than used by wired networks or by exercising reasonable techniques used in
wired networks but to a greater extent. However, wireless networks are not
justified by technical differences in implementing different traffic management
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practices above the network layer than those used in wired networks.

We conclude that any net neutrality position applied to wireless networks,
whether pro or con, should reflect the differences between wired and wireless
networks at or below the network layer, and should reflect the similarities
between wired and wireless networks above the network layer. Proponents of
wireless net neutrality should accept that wireless networks require stronger
forms of traffic management at or below the network layer, and should focus
on regulation that ensures a level playing field between providers of various
applications (including those that require QoS). Opponents of wireless net
neutrality should accept that stronger traffic management at or below the
network layer does not justify different treatment above the network layer,
and should focus on defining reasonable network management in a manner
that acknowledges this. Both sides should accept that segmentation of network
applications between managed and unmanaged services, or between Internet
and non-Internet offerings, is problematic as technical convergence nullifies
such distinctions.

We conclude that wireless networks often are justified in using different traffic
management techniques, but only at these lower layers. However, since such
lower layer techniques include the reservation and prioritization methods that
generated much of the initial net neutrality debate, it remains a challenge to
construct a net neutrality policy that can be consistently applied to both wired
and wireless networks. We turn to this challenge in the remaining section of
the paper.

5 Wireless net neutrality versus wired net neutrality

Up to this point in the paper, we have addressed the differences between
wired and wireless net neutrality without taking a position on the issue of
net neutrality itself. Now we consider potential methods to extend wired net
neutrality to wireless networks, and in doing so we do take a position. In this
section, we give our general position on net neutrality, and consider how it
may apply to wireless net neutrality.

In Jordan (2007), we argued for middle-ground on net neutrality. We pro-
posed a policy that (i) bans discrimination on the basis of source, destination,
or ownership of traffic, (ii) allows ISPs to implement other QoS mechanisms,
(iii) requires that any such QoS mechanisms implemented in network infras-
tructure be made available without unreasonable discrimination to competing
application providers and peering ISPs, (iv) allows ISPs to charge subscribers,
application providers, and/or peering ISPs for use of such QoS mechanisms
provided these charges are not unreasonably discriminatory, (v) bans unfair
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methods of competition and unreasonable discrimination, and (vi) provides
forbearance when sufficient competition exists in network infrastructure.

The policy is based on a framework that distinguishes between discrimination
in high barrier-to-entry network infrastructure and in low barrier-to-entry ap-
plications. The policy prohibits use of Internet infrastructure to produce an
uneven playing field in Internet applications. In this manner, the policy re-
stricts an Internet service provider’s ability to discriminate in a manner that
extracts oligopoly rents, while simultaneously ensuring that ISPs can use de-
sirable forms of network management. The paper presented statute language
to implement the proposed policy.

On a related note, in Jordan (2009), we extended our analysis to consider other
types of traffic management that might fall under the umbrella of net neu-
trality. We proposed that traffic management practices are reasonable if they
are implemented at endpoints, are chosen by the user, are based on reason-
able application provider payment, or involve providing QoS to traffic chosen
by the user. We proposed that traffic management practices implemented in
transit nodes without user choice are unreasonable if they block applications
or violate the net neutrality policy discussed above (e.g. provide QoS based on
source or on unreasonably discriminatory application provider payment). We
suggest that QoS based on application can be more effectively implemented
by allowing the user to determine the priority of his/her applications, and
we suggest that any charges for QoS can be most effectively implemented by
integrating them into subscriber contracts and into the Service Level Agree-
ments between ISPs, rather than by charging application providers that are
not subscribers.

We acknowledge portions of this middle-ground position may be unacceptable
to some net neutrality proponents and some opponents. Some proponents of
net neutrality object to allowing ISPs to implement QoS or to allowing them
to charge for it. Some opponents of net neutrality object to prohibitions on
deep packet inspection or on unreasonably discriminatory charges.

We now turn to the question of whether such policies on wired net neutrality
can be extended to wireless net neutrality. In both wired and wireless net-
works, unreasonably discriminatory use of reservation of bandwidth and/or
prioritization of packets can threaten to tilt the playing field between ISPs
and application providers or amongst application providers. The immediate
danger in wired networks is that cable ISPs who prioritize their own VoIP traf-
fic may deny access to this same prioritization to competing VoIP providers
or may ask unreasonably prices for this QoS, and that ILECs who prioritize
their own video over IP traffic may deny access to this same prioritization to
competing video providers or may ask unreasonably prices for this QoS. We
see the same danger in wireless networks, perhaps even to a greater extent
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due to the more widespread use of QoS.

The question is how to limit these dangers. One option is to ban the use
of reservation and prioritization practices. This option is unreasonable, since
these QoS practices are often necessary to support real-time applications. A
similar option is to restrict their use to managed services. This option is im-
practical, since as discussed above we don’t believe one can define such a class;
applications change very rapidly, and it is this flexibility and evolution that
must be maintained. Rather than banning or limiting QoS, some proponents
of net neutrality would mandate open access to all lower layer components
and protocols to application providers. We don’t believe this is necessary to
accomplish the goals.

Requiring an open interface to QoS mechanisms in lower layers is simpler
and more efficient than requiring open access or defining managed services.
The idea comes from separating networking functions into two subsets: OSI
layers 1-3 (network infrastructure) and OSI layers 4-7 (network applications).
Network infrastructure layers exhibit a high barrier-to-entry and hence have
small number of providers, while the application layers exhibit a low barrier-
to-entry and hence have a large number of providers. Net neutrality can be
effectively achieved by a properly regulated open interface from applications
to network infrastructure. The requirement of an open interface captures the
central tenet of a layered Internet architecture, and yet is less intrusive than
a requirement of open access. In particular, it is less intrusive than requiring
a standard air interface for wireless devices, which may be required to ensure
the right to attach devices; an open interface between the networking and
transport layer only requires standardization of the Application Programming
Interface (API) for services offered by the networking and lower layers, while
a standardized air interface requires standardization of all physical and data
link layer protocols and of their use.

In Jordan (2007), we proposed that any QoS mechanisms that an ISP im-
plements in network infrastructure layers should be available to application
providers without unreasonable discrimination. Requiring such an open inter-
face can ensure that ISPs are prohibited from refusing to provide enabling
Internet infrastructure services to competing application providers in order
to differentiate the ISP’s own application offerings, prohibited from providing
Internet infrastructure services to competing application providers at inflated
prices in order to favor the ISP’s own application offerings, and prohibited from
making exclusive deals to provide enabling Internet infrastructure services to
certain application providers. It can also ensure that ISPs have the right to
apply network management mechanisms that do not threaten a level playing
field, and to make arrangements with consumers, application providers, and
peering ISPs for Internet infrastructure services in a manner that does not
conflict with the above goals. Finally, forbearance should be applied to these
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regulations where sufficient competition exists.

But is an open interface an effective way to require wireless net neutrality?
The differences between wired and wireless traffic management lie almost en-
tirely within the network infrastructure layers. Hence, an open interface would
similarly require that the QoS mechanisms used in these wireless layers be
available without unreasonable discrimination to application providers. There
is no need to define harmful interference, as the ways in which users com-
pete for resources with each other continues to be controlled by the network
infrastructure layers; an open interface does not impede an ISP’s ability to
reasonably accomplish this. There is no need to define what constitutes the
Internet portion of a provider’s offerings, as the layering model applies both
to Internet protocols and to telephone network protocols; all of a wireless
providers offerings are thus included without reference to the application or
technology. There is also no need to define what constitutes managed services,
as the open interface requires access to lower layer QoS mechanisms that en-
ables real-time applications, rather than carving out real-time applications
as an exception; the open interface thus encourages competition in managed
services, rather than inhibiting such competition. Finally, requiring an open
interface in both wired and wireless networks avoids the need to differentiate
net neutrality policy on the basis of the technology used. However, it does
allow for differences between wired and wireless networks on the basis of com-
petitiveness, since forbearance may be granted in some markets but not in
others.

An open interface also would bear on the question of whether users have the
right to run the software of their choice on wireless devices. Because an open
interface allows any application provider to offer any functionality within the
network application layers without unreasonably impacting the network in-
frastructure layers, there is no reasonable justification on the basis of traffic
congestion for limiting applications on any device. The impact of an appli-
cation would be controlled by the ISP at the interface through limits and/or
charges placed on traffic. Applications that transmit high volumes of traffic
would either purchase this capacity at standard rates or would consume a
high proportion of a pre-purchased traffic quota. Applications that require
QoS would similarly either purchase the required QoS at standard rates or
would consume some portion of pre-purchased QoS. The interface is only con-
cerned with traffic volume, QoS, and payment; it is not concerned with what
particular application this traffic is destined to. From the point of view of the
lower layers, therefore, the system is application-agnostic.

This interface-based approach is consistent with current wireless device and
operating system architecture. There are a number of different operating sys-
tems that are used on wireless devices. However, they are all built using layered
architectures. The operating system limits access of applications to lower layer
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protocols. Indeed, they provide an interface between applications and the op-
erating system called an Application Programming Interface (API). The API
defines what services the operating system offers to applications and how to
access them. As in wired networks, common wireless network device operating
system APIs offer access to lower layer functionalities at the the networking
layer or above; they do not offer direct access to protocols at the physical and
data link layers. This architecture implies that open access to all lower layer
protocols is not necessary for net neutrality; all that is required is an open
interface. Similarly, the architecture implies that lower layer protocols have
no need to know what application a packet belongs to; they only need know
what type of traffic management to apply.

6 Conclusion

The principal question addressed in this paper is whether differences between
wired and wireless network technology merit different treatment with respect
to net neutrality. Unlike other papers in the academic literature, we focus
on applications and traffic management, rather than device attachment. We
found that wireless networks differ substantially from wired networks at the
network layer and below, and that wireless networks often require different
traffic management practices at these lower layers. However, since the differ-
ences are confined to these lower layers, we argued that net neutrality in both
wired and wireless networks can be effectively accomplished by requiring an
open interface between network and transport layers.
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1 Introduction

The traffic management practices of Internet Service Providers (ISPs) have be-
come an issue of public debate. In 2007, Comcast started using reset packets
to terminate selected peer-to-peer connections (Comcast Corporation, 2008).
This practice, when uncovered by a few users, generated a firestorm of de-
bate, largely because it dovetailed into an existing debate over net neutrality
(Weitzner, 2008).

Net neutrality represents the idea that Internet users are entitled to service
that does not discriminate on the basis of source, destination, or ownership
of Internet traffic. Proponents of net neutrality argue that without a prohibi-
tion on discrimination, ISPs may charge application providers discriminatory
prices for access to dedicated bandwidth or for quality of service (QoS), or
may outright block access to certain applications or websites, and that such
activity will inhibit development of new Internet applications (Jordan, 2009).
To proponents of net neutrality, Comcast’s practices seemed like blocking of
certain applications; to Comcast, however, its practices seemed like reasonable
traffic management designed to limit network congestion.

The debate centers not only on Comcast’s practices, but also on the wider use
of deep packet inspection techniques which allow ISPs to identify and control
traffic streams on the basis of transport and application layer information.
An increasing number of vendors offer equipment that can be placed in the
network to implement a variety of traffic management practices using packet
classification and packet filtering.

In response to the early net neutrality debate in the United States, in 2005
the Federal Communications Commission (FCC) issued a set of principles
(FCC, 2005b). The principles express the sentiment that consumers should
be entitled to connect devices and to access content and applications of their
choice. In a footnote, the FCC comments that these principles are subject
to “reasonable network management”, but does not define what this terms
means. In response to the discovery of Comcast’s traffic management practices,
a few organizations petitioned the FCC to rule that an ISP is violating these
principles (and thus not practicing reasonable network management) when
it intentionally degrades a targeted Internet application such as peer-to-peer
(Free Press, Public Knowledge et. al., 2007) and to adopt rules that would
prevent such practices (Vuze Inc., 2007).

The FCC asked for public input on whether this practice and other traffic
management practices are reasonable forms of network management (FCC,
2007). They asked whether ISPs use traffic management practices to prior-
itize latency-sensitive applications, to block unwanted traffic, to implement
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parental controls, to improve network performance, or to gain advantage over
competitors. They also asked whether these practices are helpful or harmful to
consumers and whether they are reasonable. In 2008, the FCC concluded that
Comcast violated a principle concerning users’ rights to access lawful Inter-
net content and use applications of their choice, and that its practices do not
constitute reasonable network management (FCC, 2008). However, the FCC
has not adopted rules that would delineate reasonable network management.

These questions have largely gone unanswered by the academic networking
community. Most networking technologists would have some concern about
violations of layering such as that involved in deep packet inspection. However,
there is no consensus about when layering violations are warranted or how to
respond to them.

There have been only a few attempts in the networking literature to go beyond
the technical aspects of traffic management and to consider the social and legal
implications. Weitzner (2008) discusses the Comcast incident and the connec-
tions to net neutrality. Peha (2007) discusses the incentives that ISPs may
have for using discriminatory practices, and the benefits and damages that
may accrue from these practices. He also gives examples of what should be
allowed and prohibited, but does not give a framework that allows one to clas-
sify practices. Frieden (2006) similarly gives examples of what he believes to
be permissible and impermissible traffic management practices, and suggests
a few best practices (including limitations on blocking and degradation) that
ISPs should adopt. He similarly does not present a framework for classifica-
tion, but instead proposes that the FCC should impose reporting requirements
on ISPs and assess practices on a case by case basis. Lehr et al. (2007) dis-
cuss strategies that end-users may adopt in response to ISP discrimination,
including technical counter-measures.

However, we have found no literature that proposes a method for classifica-
tion of traffic management practices as reasonable or unreasonable. In this
paper, we present such a framework for traffic management by Internet Ser-
vice Providers within the United States. We restrict our attention to traffic
management policies as a subset of a larger class of network management poli-
cies. To build the framework, we focus both on the technical aspects of traffic
management techniques and on the goals and practices of an ISP that uses
these techniques. The framework classifies traffic management practices as rea-
sonable or unreasonable on the basis of the technique used and on the basis of
who decides when the techniques are applied. The framework results in classi-
fying practices as unreasonable when they are unreasonably anti-competitive,
cause undue harm to consumers, or unreasonably impair free speech.

The paper proceeds as follows. In section 2, we suggest that whether a traf-
fic management practice is reasonable largely rests on the answers to four

3



questions regarding the techniques and practices used. Section 3 considers ex-
amples of how these techniques are used by ISPs, and how the answers to
these four questions collectively affect the degree to which a traffic manage-
ment practice is reasonable. Based on these questions, in section 4 we propose
a framework that classifies techniques as unreasonable if they are unreasonably
anti-competitive, cause undue harm to consumers, or unreasonably impair free
speech.

2 Key questions about traffic management techniques and prac-
tices

Traffic management is applied to implement a variety of functions, at a variety
of layers, by a variety of actors, in a variety of manners, for a variety of pur-
poses. To delineate these components, define a traffic management technique
as a specific function that is offered at a specific layer. The function should
determine whether traffic is transmitted and/or the rate at which traffic is
transmitted, or should enable such functions in other techniques. Define a
traffic management practice as a collection of traffic management techniques,
used by a specific type of actor, in a specific manner, for a specific purpose. In
this section we suggest that whether a traffic management practice is reason-
able largely rests on the answers to four questions regarding the techniques
and practices used. In the next section, we will consider examples of how these
techniques are used by ISPs to form traffic management practices.

The first two questions apply to traffic management techniques, because they
are directed at the layer (“where”) and functionality (“what”). The second two
questions apply to traffic management practices, because they are directed at
the actor (“who”) and the manner and purpose (“when”).

The first question is:

(1) WHERE: Where in the network, and at which layer, is the traffic man-
agement technique applied?

To answer the “where” question, we need to understand layers. The Internet
is based on the concept of a layered architecture, where each layer provides
certain functionalities. The reference model for layered architectures is the
OSI model, developed by the International Standards Organization. The OSI
model is composed of 7 layers, while the Internet model collapses this down
to 4 layers, as pictured in figure 1. It is useful to think of the physical connec-
tion, e.g., wire, as being located below the bottom-most layer (layer 1) and the
user, e.g., you, as being located above the top-most layer (OSI layer 7). Traffic
management can be applied in any of the layer. Access control is often im-
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plemented in the Internet Transport or Application layers, e.g. the Integrated
Services (IntServ) protocol is at the transport layer. Traffic shaping can be
implemented at any Internet layer, e.g. the TCP protocol at the Transport
layer, the Differentiated Services (diffServ) protocol at the Network layer, and
similar protocols which control flow on a local area network at the LAN-link
layer. Techniques that use deep packet inspection (DPI) are usually operat-
ing at multiple layers, e.g. termination of selected peer-to-peer connections
identified using DPI operates at both Transport and Application layers.

It is worthwhile to distinguish between techniques operating purely at end-
points versus techniques operating at transit points such as routers. Not every
network device contains all 7 layers. Personal computers do contain all 7 lay-
ers - the network interface card (e.g., Ethernet card) implements OSI layers 1
and 2, the operating system (e.g., Windows) implements OSI layer 3 and part
of layers 4 through 7, and user-installed software implements the remainder
of layers 4 through 7. A network router, however, often contains only layers
1 through 3. As a result, communication from source to destination follows
a complicated path as pictured in figure 2. Indeed, one of the Internet’s key
design paradigms, the end-to-end principle (Saltzer et al., 1984) suggests that
network functionality should be implemented in OSI layers 1 through 3, and
hence in each router, only if it cannot be implemented effectively in higher lay-
ers. This principle has been followed in much (but not all) of Internet design
to date.
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With respect to the “where” question, we thus propose that the pertinent
distinction should be whether the technique is applied (a) at or above trans-
port layer and in a transit node or (b) either below transport layer or at an
endpoint. If a technique is applied at or above the transport layer, then good
network design recommends that it be applied only at an endpoint. Therefore,
techniques that are applied at or above the transport layer and in a transit
node likely violate this design principle; although this violation is not suffi-
cient to make a traffic management practice unreasonable, it should raise a
red flag. None of the standardized traffic management techniques discussed
in the previous section is intended to be used in a manner that violates this
principle. However, a number of proprietary traffic management techniques
do violate layering. Proprietary products such as Sandvine (Sandvine Incor-
porated, 2004) or PacketShaper (Packeteer Incorporated, 2007) are used in
transit nodes and involve DPI; this violates layering since transit node devices
should not inspect transport or application layer headers or the application
layer payload. Firewalls also violate layering if they are placed in transit nodes.

If a technique is applied below transport layer, then the design principle allows
implementation at transit nodes. For instance, guaranteed QoS can only be
provided by offering QoS in every portion of the network that may experience
congestion. Thus, the reasonableness of traffic management practices imple-
mented below transport layer may also depend on whether such techniques
are available at transit nodes.

Are these practices reasonable? The answer to the “where” question alone is
not sufficient to make this determination; other questions must be considered.

The second question is:

(2) WHAT: What type of traffic management functionality is applied?

The purpose of a set of traffic management techniques is to management the
overall performance of the network. The goal of this performance, however,
must come from the objective of the network operator, which is considered
below. However, one can usually define this goal either in terms of ensuring
a maximum acceptable congestion level or in terms of maximizing revenue.
Given a goal, the network operator has the choice of a wide variety of tech-
niques to try to achieve this goal, and will usually apply several techniques
that complement each other.

Different techniques work on different time scales. For congestion that lasts
only a short time (e.g. less than a second), traffic shaping at transit points
is generally considered effective. If the goal is to ensure a maximum overall
acceptable congestion level, then the burst of packets is simply queued. If
there are multiple types of flows, then priority service techniques such as diff-
Serv and weighted fair queueing can ensure different minimum performance
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levels for each type or can attempt to maximize revenue. If the congestion
lasts for more than a short time, however, such techniques are insufficient
and queues overflow. For congestion that lasts for a moderate time (e.g. more
than a second but less than a minute), traffic shaping at endpoints is gener-
ally considered effective. Applications that can tolerate large fluctuations in
instantaneous throughput, such as file transfer, email, or web browsing, are
called elastic. End-to-end flow control, usually TCP, can be applied to such
elastic applications, and this is typically an effective method of reducing mod-
erate time scale congestion. If the congestion lasts for more than a moderate
time, however, such techniques result in unacceptable performance for inelas-
tic applications. Therefore, for congestion that lasts a long time (e.g. more
than a minute), access control is often required to reduce the number of flows
competing for resources.

Access control is thus a more severe form of traffic management than end-to-
end flow control, which is in turn more severe than traffic shaping at transit
points. With respect to the “what” question, we thus propose that the perti-
nent distinction should be whether the functionality of the traffic management
technique is (i) blocking or termination of a session versus (ii) enhancement or
degradation of QoS. Blocking or termination is a severe form of traffic man-
agement and should raise a red flag. In contrast, enhancement or degradation
of QoS is much less severe if applied in moderation.

The technique must be matched broadly to the type of application, since a
user’s perception of performance depends on the way the application responds
to fluctuations in QoS. The choice is generally between suffering temporary
but significant reductions in rate and having your connection blocked or ter-
minated. Users of elastic applications would generally prefer that throughput
fall in times of congestion rather than the flow be blocked or terminated; thus
end-to-end flow control is appropriate. In contrast, Users of applications that
are inelastic, e.g. voice over IP (VoIP) or video conferencing, are unwilling to
tolerate a significant reduction in rate and are upset with call terminations
and would prefer that the connection be blocked before it starts if network
capacity is insufficient to maintain an acceptable quality connection.

The majority of the traffic management techniques discussed above use en-
hancement or degradation. A few, however, use blocking or termination. The
IntServ architecture includes provisions to block new connections if adequate
resources are unavailable. VoIP applications may block or terminate connec-
tions if sufficient QoS cannot be maintained. Sandvine’s traffic management
products can terminate selected TCP connections (Sandvine Incorporated,
2007). Firewalls are intended to block selected connections. The red flag raised
by the use of blocking, therefore, is not sufficient to determine whether a prac-
tice is reasonable; other questions must be considered.
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The third question is:

(3) WHO: Who decides whether the traffic management practice is applied?

We propose that the pertinent distinction should be whether the traffic man-
agement practice is applied (i) directly by a user or by an ISP only when a
user desires this action versus (ii) by an ISP independent of a user’s wishes.
A user or a user’s application can communicate its desires in several manners.
If the technique is applied solely at the endpoints, then the source and des-
tination devices can jointly determine whether and how to use the technique
without the need for network operator participation. If the technique requires
implementation at transit points, then a user can be presented with choices
by the network and can respond according to the user’s objectives; most likely
this would be done in an automated manner by the user’s application based
on a profile selected by the user. For example, if the network used IntServ
to reserve network capacity for some flows, then the user could decide which
flows should receive enhanced performance. Similarly, if the network used diff-
Serv to prioritize some packets, then the user could mark those packets that
should receive priority. In this manner, the user decides which applications are
important to him/her and the perceived value of good performance.

Actions taken by a user or under the user’s direction are generally not deemed
to be unreasonable. However, actions taken unilaterally by an ISP should raise
a red flag, worthy of further investigation. Examples of each of these are given
in the next section.

The final question is:

(4) WHEN: On what basis is it decided to apply the traffic management
practice?

Traffic management can be used in various manners and for various purposes.
Rather than relying on case-by-case analysis, we propose that the pertinent
distinction should be whether the traffic management practice is applied to
certain traffic on the basis of (i) the application, (ii) the source and/or desti-
nation, (iii) service provider, and/or (iv) payment. Practices applied to certain
applications may be reasonable if they are done in a nondiscriminatory man-
ner. Practices applied to traffic based on source and/or destination, however,
are likely to raise a red flag out of anti-competitive concerns. Similarly, prac-
tices applied only to traffic carried by certain service providers are likely to
raise a red flag for the same reason. In contrast, the reasonableness of practices
applied on the basis of payment is likely to rest on the reasonableness of the
payment amount. Examples of each of these are given in the next section.
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3 Traffic management practices

In the previous section, we proposed four questions that affect the degree to
which a traffic management practice is reasonable or unreasonable. In this
section, we consider five examples of traffic management practices and discuss
how the answers to these four questions affect their reasonableness. In the
next section, we will use the lessons learned here to construct a framework for
determination of whether a traffic management practice is reasonable.

First, consider the use of session management techniques that started this de-
bate over traffic management practices. Sandvine’s traffic management prod-
ucts are capable of identifying and terminating file-sharing connections (Sand-
vine Incorporated, 2004, 2007). In 2008, Comcast used products such as Sand-
vine to terminate TCP connections carrying BitTorrent packets used for up-
loading files from a Comcast subscriber to a destination outside the Comcast
network, when the Comcast subscriber was not simultaneously downloading
files (Comcast Corporation, 2008). For this traffic management practice, the
answers to the four questions are:

Where: at or above the transport layer, in a transit node (red flag).
What : termination (red flag).
Who: by an ISP independent of a user’s wishes (red flag).
When: on the basis of the application and the destination (possible red flag).

This practice raises at least three red flags: (1) it violates layering, because a
transit node operates at or above the transport layer; (2) it involves termina-
tion of a connection; and (3) it is done independent of a user’s wishes. With so
many red flags, we easily find this practice to be unreasonable. The principal
reason is that causes undue harm to consumers, since there are more direct
and transparent manners to limit traffic from a user. Indeed, the FCC con-
cluded that the practice is unreasonable, by relying on the following aspects
of the practice: blocking, anti-competitive harm, lack of disclosure, and lack
of tailoring of the practice to combat network congestion (FCC, 2008).

Next, consider another class of practices that involves blocking or termination
of connections – firewalls. The answers to the four questions for firewalls are:

Where: at or above the transport layer (ok), at the endpoint or in transit
nodes (red flag).

What : blocking (red flag).
Who: directly by a user or by an ISP only when a user desires this action
(ok), or by an ISP independent of a user’s wishes (red flag).

When: on the basis of the application and/or the source and/or destination
(possible red flag).
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The use of firewalls as a traffic management practice can thus also raise sev-
eral red flags. First, firewalls can be implemented in endpoints (e.g. Windows
Firewall) or in transit nodes (e.g. in wireless routers or network gateways).
When implemented in transit nodes, this is a layering violation which raises
a red flag. In addition, firewalls such as parental control software can be used
to block traffic from certain sources, which raises another red flag. However
these uses of firewalls are universally accepted as reasonable forms of traffic
management. Why? The answer is that such firewalls are under the control of
the end user. In contrast, firewalls have sometimes been used by ISPs inde-
pendent of a user’s wishes. In 2005, Madison River Communications blocked
ports used by VoIP applications, which the FCC concluded is unreasonable
traffic management (FCC, 2005a). Currently, many ISPs block connections to
or from specific ports to combat spam (e.g. blocking outgoing SMTP traffic
to port 25) or to prohibit residential servers (e.g. blocking incoming traffic
to selected server ports). While combating spam is a worthy goal, users may
desire to send email via other ISP’s servers; hence, we conclude that the use of
firewalls in this manner is a traffic management practice that should be used
only with the consent of the user. Similarly, while ISP contracts may prohibit
operation of a residential server, there are more direct and transparent man-
ners to limit traffic to and from a user, and this practice should be considered
unreasonable. We conclude that if the “who” question is resolved in favor of
user choice, then the other red flags do not matter.

What about traffic management practices that involve limited degradation
of traffic without blocking or termination? Many products offer proprietary
traffic shaping techniques, and a number of ISPs use these techniques to limit
file-sharing traffic. The answers to the four questions for this practice is:

Where: at or above the transport layer, in a transit node (red flag).
What : degradation (possible red flag).
Who: by an ISP independent of a user’s wishes (red flag).
When: on the basis of the application (possible red flag).

Many educational institutions implement this practice by configuring products
such as PacketShaper to limit the network bandwidth used by file-sharing
applications (Packeteer Incorporated, 2008). The practice delays the trans-
mission of file-sharing packets and hence slows down the rate at which these
streams are forwarded through the device. This type of traffic shaping could
be implemented at the network layer if low priority packets were labeled by the
user. However, without the user’s involvement to identify low priority packets,
products such as PacketShaper use DPI to determine which packets belong to
file-sharing applications. Use of DPI classifies this practice as an application
layer practice; because an application layer practice is applied at a transit
node, it violates layering, which raises one red flag. A second red flag is raised
because the practice is typically applied without the consent of the user. This
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type of practice is less severe than blocking of termination; opinions differ as
to whether these two red flags are sufficient to classify the practice as unrea-
sonable. Since there are more direct and transparent manners to limit traffic
from a user, we are reticent to classify such techniques as acceptable. However,
because these alternative practices involve different business models that may
require some time to be accepted by the public, we recommend classifying
traffic shaping for file-sharing traffic as a borderline traffic management prac-
tice that could be used for a limited period of time if properly disclosed in the
user contract.

Next, consider another class of practices that involves limited degradation –
tiering. The answers to the four questions for tiering are:

Where: at or below the network layer, in a transit node (ok).
What : degradation (possible red flag).
Who: by an ISP on the basis of a user’s wishes (ok).
When: on the basis of consumer payment (ok).

Tiering is typically accomplished in transit nodes (the user modem and/or ISP
routers) at the data link and network layers by limiting the user download and
upload rates to the maximum rates dictated in the user contract. This is a form
of degradation, since the equipment is capable of transmitting at higher rates.
However, since this practice is applied on the basis of user choice (and clearly
displayed in user contracts), this is universally considered to be reasonable
traffic management.

Finally, consider an example of a traffic management practice that involves
enhancement of QoS. Currently, this is commonly used to support an ISP’s
own offering of VoIP or video-over-IP:

Where: at or below the network layer, in transit nodes (ok).
What : enhancement (possible red flag).
Who: by an ISP on the basis of a user’s wishes (ok).
When: on the basis of the application and the service provider (possible red
flag).

Enhanced QoS for real time applications such as voice and video typically
requires the use of traffic management techniques that offer QoS in the data
link and/or network layers in every portion of the network where congestion
may occur (see e.g. Cox Communications (2004)). When an ISP uses enhanced
QoS for its own VoIP and/or video-over-IP offerings, it uses these practices
within its own network. In the case of VoIP, the traffic is then transited onto
the public switched telephone network which offers similar QoS. In the case
of video-over-IP, the video source usually resides on the ISP’s network, so the
entire network path (up to the subscriber premises) is under the control of the
ISP. Although the practice is applied without the ability for a user to decline
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this enhancement, presumably no user would desire their voice or video service
to have a lower QoS. This practice does however raise one red flag because
it is applied only to voice and/or video service offered directly by the ISP.
We do not object to the use of QoS, nor to charging for QoS; however, we do
believe it is an acceptable traffic management practice only if the ISP offers
the same QoS service for services offered by other providers at a rate that is
not unreasonably discriminatory (Jordan, 2009).

4 A framework for determination of whether a traffic management
practice is reasonable

In the previous two sections, we proposed four questions that affect the degree
to which a traffic management practice is reasonable or unreasonable, and in-
vestigated the reasonableness of five examples of traffic management practices
on the basis of the answers to these questions. In this section, we propose
a framework for determination of whether a traffic management practice is
reasonable.

The order in which the questions are considered is important. Start with one
part of the “where” question, the location in the network where the traffic
management technique is applied. If the technique is applied at an endpoint,
we propose that it be classified as a reasonable traffic management practice
regardless of the answers to the other questions. One endpoint is the user;
practices applied directly by the user are not in question. The other endpoint
is the entity with which the user is communicating. When this entity is an ISP,
the ISP is acting in the role of an application provider. Common examples of
this situation are ISPs that offer email and/or web hosting services. However,
a user can (or should be able to) receive such application services from a
large number of potential providers. Since this market is competitive, practices
applied at an endpoint that negatively impact the user’s experience may drive
users to change application providers, buy they need not change their ISP.
Therefore, any traffic management practice applied at an endpoint should
be classified as reasonable. In contrast, if the traffic management practice is
applied at a transit node, we must consider the remaining questions.

Next consider the “who” question, namely who decides whether the traffic
management practice is applied. If the traffic management practice is applied
directly by a user or by an ISP only when a user desires this action, we pro-
pose that it should be classified as a reasonable traffic management practice
because the user has control over whether the practice is applied. Such prac-
tices are common, and include many firewalls, parental control software, and
tiering. If an ISP were to provide enhanced QoS for voice or video purely
on the basis of consumer payment, then this payment for QoS would not be
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discriminatory and we propose that it be classified as a reasonable traffic man-
agement practice. In contrast, if the traffic management practice is an action
taken unilaterally by an ISP, then it is worthy of further investigation. If a
practice is used without user consent, then we believe it should be disclosed
in sufficient detail in the user contract. If so disclosed, then we must consider
the remaining questions to determine if it is a reasonable practice.

Before progressing to these remaining questions, however, we should limit the
scope of the traffic management practices considered here. We only consider
techniques that are applied to networks such as the the Internet that use a
public right-of-way; private networks are free of such regulation. We only con-
sider techniques that affect Internet applications; if an ISP offers a voice service
under Title II of the Communications Act (which regulates common carriers)
or offers a video service under Title VI of the Communications Act (which reg-
ulates cable communications), then these restrictions need not apply. We only
consider lawful uses; ISP rights to detect and interfere with illegal uses are
addressed elsewhere in law. we only consider non-harmful uses of the network;
security measures may require special considerations. We do not consider is-
sues of privacy, which intersect with many of the techniques discussed here but
which require considerations beyond those detailed here. Finally, prohibition
of unreasonable practices should implemented only where sufficient competi-
tion does not exist; Title I of the Communications Act includes a provision
which instructs the FCC to forbear from applying regulations unless they are
in the public interest and required to ensure just and reasonable practices.
Toward this end, regulation of reasonable traffic management should only ap-
ply to access networks, specifically to the portions of an ISP’s network which
must be transversed to form routes from the Internet to its subscribers.

The next aspect to be considered is the “what” question, in particular whether
the practice involves blocking or termination of a session versus enhance-
ment or degradation of QoS. If the practice involves blocking or termination,
we propose to classify it as unreasonable. Blocking or termination practices
that are applied at a transit node without user choice are unreasonably anti-
competitive, cause undue harm to consumers, or unreasonably impair free
speech. When blocking is applied at a transit node without user choice on
the basis of the source or destination or on the basis of the speech within the
packet, the practice unreasonably impairs free speech; this type of blocking
includes blocking of specific web pages or blocking on the basis of the content
of the speech. When blocking is applied at a transit node without user choice
on the basis of the application, the practice is unreasonably anti-competitive
and/or causes undue harm to consumers; this type of blocking includes block-
ing of specific applications (e.g. blocking or terminating VoIP or file-sharing
connections) and blocking of specific ports (e.g. SMTP or server ports). There
is no reasonable justification for the use of these techniques. In some cases, the
ISP’s goal may be to limit congestion, reduce spam, or implement security;
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however, such goals can be implemented either through less severe methods
that do not involve blocking or with the consent of the user. If a traffic manage-
ment practice is implemented in a transit node, without user choice, but does
not block or terminate connections, we must consider the remaining questions.

Practices that enhance or degrade QoS in a transit node without user choice
are the concern of the remainder of this section of the paper. To address such
practices, consider the “when” question, which asks on what basis is it decided
to apply the traffic management practice. This question considers the manner
and purpose of the practice. We propose that the pertinent distinction should
be whether the traffic management practice is applied to certain traffic on
the basis of (i) the application, (ii) the source and/or destination, (iii) service
provider, and/or (iv) payment.

First, consider using source and/or destination and/or service provider as the
basis. A common example of this practice is an ISP that provides enhanced
QoS for its own VoIP service, but does not provide this same QoS to competi-
tors VoIP packets. Another example of an exclusive arrangement would occur
if an ISP were to provide access to enhanced or degraded QoS to some third
party application providers but not others. Use of source and/or destination
and/or service provider without user choice involves the use of exclusivity.
Such exclusive arrangements are unreasonable, since they tilt the playing field
between application providers through use of Internet infrastructure. Thus, we
propose that these traffic management practices be classified as unreasonable,
because they are unreasonably anti-competitive.

Next, consider using payment as the basis for the decision of when an ISP uses
enhanced or degraded QoS. For instance, an ISP could charge a consumer for
enhanced QoS for all packets to or from that subscriber. Alternatively, an
ISP could charge an application provider for enhanced QoS for all packets
to or from that application provider. Consumer payment for QoS places the
use of the practice under the control of the user, and hence this framework
would already have classified such practices as reasonable. We thus only need
consider charging of application providers. We considered this case in detail
in Jordan (2009). If the price is not unreasonably discriminatory (e.g. if an
ISP sells QoS to all application providers at the same price as it passes on
to its own applications that require QoS), then we argued in Jordan (2009)
that the practice is reasonable. However, if prices for QoS are unreasonably
discriminatory, then a traffic management practice that uses such prices as
the basis is unreasonable since the practice is unreasonably anti-competitive.

Finally, consider cases in which the practice is applied on the basis of the
application. In these cases, if the practice is applied entirely at or below the
network layer, then we propose that the practice be classified as reasonable.
Enhancement or degradation of QoS is thus applied to specific packets iden-
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tified by the user, for instance if an ISP chose to give enhanced QoS to all
packets identified using diffServ codepoints by the user as VoIP.

The last remaining case consists of practices that are applied at or above the
transport layer at transit nodes without user consent and enhance or degrade
QoS on the basis of the application. Practices of this sort use DPI to identify
which packets should receive high or low priority or dedicated bandwidth. A
common example of this practice is traffic shaping for file-sharing. Because
DPI is used (rather than user identification of these packets), this practice
violates layering. The question is whether this violation of layering is severe
enough to cause this practice to be classified as unreasonable. There are more
direct techniques that can be used that rely on user identification of packet
priorities and that do not violate layering, as discussed in the next section
of this paper. However, because these alternative practices involve different
business models that may require some time to be accepted by the public,
we recommend classifying any such practice that uses DPI to apply QoS as a
borderline traffic management practice that could be used for a limited period
of time if properly disclosed in the user contract.

The resulting framework is summarized by the flowchart in Figure 3.

5 Conclusion

We have proposed a framework that can be used to determine whether a
traffic management practice is reasonable. The next step is to illustrate how
unreasonable practices can be modified to become reasonable and to achieve
similar purposes.
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A Layered United States Universal Service Fund for an
Everything-over-IP World

Abstract

Support through the United States Federal Universal Service Fund for high-cost areas has been principally defined
in terms of telephone service. Fund growth due to increases in wireless lines and implicit support for broadband
infrastructure has created an untenable situation, and fundamental reform is expected. The cause underlying this
growth is convergence between the telephone network, wireless networks, the Internet, and cable networks. This
convergence will pose additional serious long term challenges to the Fund. This paper proposes a restructuring of the
high-cost funds based on a layered model. Both contributions and distributions are focused on network infrastructure,
without distinction between voice and broadband. The proposal uses a new definition of communication services to
guarantee technology neutrality, and includes service area reform and cost efficiency measures. This layered approach
repositions the Fund for future converged networks.

Key words: policy formulation, universal service, Internet

1. Introduction

The United States Universal Service Fund (USF), as established in the 1996 Communications Act, was
created to provide access to advanced telecommunications and information services in all regions of the
Nation. Universal service, however, has to date been defined principally in terms of telephone services. Cor-
respondingly, the high-cost funds have focused on support to Eligible Telecommunication Carriers (ETCs)
to support telephone network infrastructure, and assessments have been placed on interstate revenue from
telephone calls.

Communication and computer networks, however, are continuing a long term trend toward integration
of physical facilities and the applications they support. Whereas four separate networks historically sup-
ported telephone calls, cable video broadcasting, Internet, and wireless communications, increasingly these
networks are integrating into a merged infrastructure that supports a wide variety of voice, video, and data
applications.

This convergence of physical networks and applications poses several long-term challenges to the Universal
Service Fund. As technology has changed, revenue from telephone calls has decreased whereas revenue from
video services, Internet access, and wireless services has increased. Furthermore, it is increasingly difficult
to distinguish between revenue from intrastate and interstate telecommunication services. USF support to
wireless ETCs has increased rapidly, and it is widely believed that this is the principal cause for the rapid
growth of the Fund. Differences in the service areas of Incumbent Local Exchange Carriers (ILECs) and
wireless ETCs has required new rules to combat cream-skimming. The development of Voice over IP (VoIP)
presents a classification challenge, in that debate has started about whether VoIP infrastructure should be
supported by the Fund and whether revenue from VoIP services should be assessed for the Fund. As video
over IP starts to come into the consumer marketplace, this will pose a similar challenge to classification. In
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addition, many policymakers wish to see the USF support broadband access, but there is some reticence to
assess broadband access, and many worry that support for broadband will cause a further massive increase
in the size of the Fund.

Because of all these problems caused by technological convergence, the fundamental structure of the
high-cost funds must be reconsidered. This paper proposes an approach to reformulation of the high-cost
funds. In recognition of convergence, a new term communication services is introduced to replace telecom-
munication services, based on a layered model, to restrict both contributions and distributions to network
infrastructure not applications. Communications services infrastructure encompass the lower layers of all
public interconnected networks, whether to support voice, video, or data. Support is thus focused directly
on communications network infrastructure, without reference to a standardized basket of telecommunica-
tions services that qualify as universal service. Similarly, contributions are required from all communications
services, whether to support voice, video, or data.

This technology-neutral approach repositions the USF for future converged networks. In particular, such
a layered approach erases the distinction between support for telephone service and broadband access. To
resolve the disappearing distinction between intrastate and interstate revenue, the proposal allows the Fund
to assess both. To resolve incompatibilities between the service areas of multiple types of network providers,
service area reform is implemented using disaggregation. Finally, data is presented that indicates that a
significant component of USF growth has been caused by implicit support for wireline broadband; the
proposals suggest that allowing policymakers to determine an overall limit on the size of the Fund is more
viable in the long-term than artificial distinctions between voice and broadband distributions.

Although many components of the proposal strictly concern elements of the United States USF (e.g.
intrastate versus interstate, and USF growth), a layered approach to USF may apply to other countries
universal service programs.

Section 2 briefly reviews the related literature, the current debate, and recent Congressional bills. Section
3 briefly states updated goals for universal service. Section 4 proposes a layered approach to high-cost fund
distributions, and section 5 proposes cost efficiency mechanisms based on this approach. Finally, section 6,
applies this layered approach to Fund contributions.

2. Related Literature

There is a voluminous literature on problems of the Universal Service Fund and proposed modifications.
Abernathy (2005) gives a good overview of issues with the Fund posed by the transition from circuit-switch
voice services to packet-switched communication services. On the contribution side, she discusses decreas-
ing long distance telephone call revenues, classification of VoIP, and whether the Federal Communications
Commission (FCC) has authority to assess the telecommunications portion of information services such as
broadband access. On the distribution side, she discusses support for broadband, whether the FCC has
authority to support an information service under USF, and the identical support rule. Marcus (2005) dis-
cusses the burdens put on the Fund from wireless carriers, and motivations to expand the Fund to VoIP
and broadband. Taylor (2007) discusses a future of everything-over-IP communication services in which it
no longer makes sense to distinguish between interstate and intrastate, between wireline and mobile, or be-
tween the telephone network and the Internet. On the contribution side, he discusses whether contributions
should be required from all those who benefit from the network, from infrastructure providers all the way
up to content providers. On the distribution side, he argues that under everything-over-IP, there will be no
minimum standard universal service package.

There is a large academic literature on the economic efficiency (or lack thereof) of the Fund. An excellent
starting point for digesting this literature is Turner (2006). His economic analysis shows that USF assess-
ments produce a financial burden that falls heaviest on rural consumers who make large amounts of long
distance calls, due to the elasticity of demand for rural long distance. In contrast, he presents an analysis
that concludes that subsidizing broadband would likely produce benefits that exceed costs. He argues for
assessments based on numbers and capacity, a broadband mandate on USF recipients, and the use of actual
forward-looking costs.
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There are also many papers that compare the approaches to universal service taken by the United States
and other countries. Schejter (2007) finds that European countries are deploying broadband more quickly
than the United States using a system that is more focussed, simple, efficient, and responsive to technology
change. Jayakar and Sawhney (2007) examine new universal service policies in countries that have high
broadband growth rates and conclude that they offer a multiplicity of services instead of focussing on voice
as a universal service, with consumers able to choose the services that they value the most.

A number of papers discuss whether there is a digital divide, and if so the nature of it. Downes and
Greenstein (2006) studied availability of dial-up Internet Service Providers (ISPs). They found that in rural
counties, population was the single most important determinant of ISP entry, and that entry was largely
provided by ISPs with local focus. This leaves open the question of whether broadband Internet will become
less universally available than dial-up service due to differences in explicit USF support for local phone versus
broadband. Prieger (2003) presents an analysis that quantifies that differential in broadband availability
between urban and rural areas, and finds that concentration of rural households is a more important factor
than income.

A lively debate has been occurring about whether the USF should support broadband. Weinberg (2001)
argues that the distinction between telecommunications services and information services is not appropriate
for the USF. After discussing several classification problems with evolving IP-based services, he proposes
that USF contributions and distributions should be associated with physical facilities rather than with
services. Sicker (2003) applies a layered policy model to regulation of VoIP. With respect to the USF, he
argues that only infrastructure should be assessed and subsidized, not application and content providers. The
dividing line between infrastructure and applications is intended to be roughly that between distance sensitive
and non-distance sensitive components. He also argues that VoIP is an application, not infrastructure. Oh
(2006) argues that the FCC’s classification of Internet access as an information service hinders USF support
for broadband, and that USF distribution should be expanded to non-telecommunication carriers such as
municipal Wi-Fi.

There have been several recent attempts in the United States Congress at reformulating the USF. The
telecommunications industry has been actively lobbying on the issue. With regard to distributions, Regional
Bell Operating Companies (RBOCs) generally receive only limited funding from the non-rural portions of
the Fund. Consequently, since they receive less from the Fund than their subscribers contribute, they are
lobbying for a cap to be placed on the size of the Fund and for cost-efficiency mechanisms such as reverse
auctions. In contrast, most rural ILECs, who receive more from the Fund than their subscribers contribute,
strongly oppose caps or reverse auctions. Increasingly, wireless carriers receive funds from the rural portions
of the Fund, but since their subscribers contributions still dominate the distributions to these carriers,
they generally support caps and auctions, provided that the caps do not discriminate against wireless over
wireline. Currently, both ILECs and wireless ETCs receive support based on the costs of the ILEC (the
identical support rule); ILECs are lobbying for wireless ETCs to receive support based on their actual costs,
but wireless carriers generally oppose this approach unless spectrum costs are included in the cost calculation.
The cost calculation for rural ILECs is based on embedded costs, whereas the cost calculation for non-rural
ILECs is based on forward-looking costs; the RBOCs and wireless carriers generally want all calculations
to be based on the lower forward-looking costs so that the Fund size decreases, but rural ILECs vigorously
oppose such a change. Currently, if a rural household subscribes to multiple voice lines (e.g. voice and fax,
or landline and wireless), then all of the household’s carriers might receive USF distributions. RBOCs want
support to be restricted to a single primary line in order to decrease the Fund size, but rural ILECs and
wireless ETCs oppose this. Currently, rural ILECs can determine the size of the geographic regions within
their service area on which support calculations are based. They would like to continue to have this control,
but wireless ETCs would like further disaggregation so that they can compete in only a portion of these
service areas. Rural ILECs would like the USF to explicitly support broadband, but RBOCs oppose explicit
support if it will increase the size of the Fund. Opinions are widely varied about requiring that ETCs offer
broadband service (called a broadband mandate), depending on the form of the mandate. With regard to
contributions, there is general agreement that the Federal USF should assess intrastate telecommunications,
but disagreement over assessing broadband and VoIP.

The FCC recently placed an interim cap on high-cost fund distributions to competitive ETCs (CETCs),
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to control growth of the Fund until more fundamental reforms can be implemented (FCC, 2008a). As of the
date of writing, the FCC is currently considering a set of recommendations by the Federal-State Joint Board
on Universal Service (Federal-State Joint Board on Universal Service, 2007). The Joint Board recommends
that such reforms include conversion of the high-cost funds to three separate funds for ILECs, wireless ETCs,
and broadband ETCs, with an overall cap on these funds. Emphasis in the wireless and broadband funds
would be placed on deployment of infrastructure in unserved areas. The Joint Board also recommends that
only a single provider in each category be supported, potentially using reverse auctions, and that ETCs
receive support based on their actual costs rather than on the costs of the ILEC.

The Universal Service for Americans Act (U.S. Congress, 2007b) 1 , introduced by Senators Stevens, Lott,
and Hutchinson, was based on the Universal Service title of the 2006 Advanced Telecommunications and
Opportunities Reform Act (U.S. Congress, 2006), which passed out of the Senate Commerce Committee,
but never made it to the Senate floor. With regard to distributions, the bill adds a separate $500M fund for
broadband providers in unserved areas and creates a separate fund for support in insular areas (e.g. Alaska
and Hawaii). The bill does not place a cap on the Fund or implement reverse auctions, maintains identical
support, prohibits restriction of support to a primary line, and is silent on embedded versus forward-looking
cost and on disaggregation. With regard to contributions, the bill expands the Federal USF base to include
intrastate communications, VoIP, and broadband, and expands the State USF base to include interstate
communications and VoIP but not broadband. It allows contributions to be based on revenue, numbers,
and/or capacity.

The Universal Service Reform Act of 2007 (U.S. Congress, 2007a), introduced by Representatives Boucher
and Terry, is most comprehensive proposal in the House. With regard to distributions, the bill places a cap on
the high-cost funds, adopts actual costs (excluding spectrum), prohibits restriction of support to a primary
line, defines a wireless carrier’s service area as their basic trading area, disaggregates support in the non-
rural fund to wire centers, explicitly funds broadband, and includes a broadband mandate. With regard
to contributions, the bill expands the Federal USF base to include intrastate communications, VoIP, and
broadband, and similarly expands the State USF base to include interstate communications, VoIP, and
broadband. It allows contributions based on revenues and/or numbers.

3. Goals of universal service

This section briefly states updated goals for Universal service. These goals will be implemented through a
layered approach to high-cost fund distributions in sections 4 and 5, and to fund contributions in section 6.

The principal stated goal of the USF to date has been to increase the deployment of voice service and to
equalize the charges for basic phone service between urban and rural areas. The percentage of households
with phones peaked at about 96% in the early part of this decade, and has been decreasing since then,
partially due to substitution of cell phones for wireline phones (FCC, 2007). Telephone penetration remains
significantly lower for households with low income, but USF LifeLine and LinkUp are not addressed in this
paper.

Much of the current debate over the USF has shifted from voice service to broadband Internet, since there
remain substantial differences between urban and rural deployment of broadband. Rural areas can be more
costly to serve, and deployment of new communications technology such as broadband is less developed
(U.S. General Accounting Office, 2002; Kruger and Gilroy, 2007). It is widely believed that ubiquitous and
rapid adoption of broadband would result in a large increase in jobs and gross domestic product (Kruger
and Gilroy, 2007).

The size of the high-cost funds increased from $2.93B in 2002 to $4.29B in 2007, while assessed revenues
decreased from $302B to $300B in a similar time period 2 . Due to both the growth of the size of the Fund
and the increase on the contribution factor (the USF assessment expressed as a percentage of interstate and

1 All bills from the 110th Congress expired at the end of 2008. However, similar bills are likely to be reintroduced in the 111th
Congress in 2009.
2 2001 to 2006.

4



international telecommunications revenue), Congress views the current system as not sustainable (Goldfarb,
2006).

The principal purpose in this proposal is to reposition the USF for an everything-over-IP world. Much
of the current debate over the USF concerns whether it should explicitly adopt a goal to increase the
deployment of broadband. Based on technological convergence, this proposal accepts this goal and aims to
refocus the Fund on a broader set of objectives that includes both voice and broadband. Not only should
rural broadband be a goal of the Fund, but the Fund should encourage future communication services.

The second purpose in this proposal is to encourage competition. In recognition that technological conver-
gence is tearing down technology barriers between various providers of communication services, competition
should be encouraged for service in rural areas.

The third purpose in this proposal is to tightly focus the program. The current program expresses ob-
jectives in terms of access and pricing of telecommunication services to consumers but provides subsidies
for infrastructure to carriers. This conflation of application and infrastructure creates confusion over the
purpose and operation of the Fund in reference to new technologies such as VoIP.

The final purpose in this proposal is to make the Fund viable for a period of many years, so that statutes
do not have to be rewritten when the next change in technology might make the term broadband dated and
of limited use.

Throughout this paper, proposed statute language is included that could be included in a Congressional
bill. Proposed statute language is formatted indented and in italics. These updated goals for Universal
Service could be summarized by Findings and Purposes, as are commonly included in bills:

SEC. 1. FINDINGS.
The Congress finds the following:
(1) The Universal Service Fund has contributed to the nearly universal deployment of voice service and

the equalization of charges for basic phone service between urban and rural areas.
(2) New communication services such as broadband Internet have become a significant enabler of economic

growth, and rural areas lag in deployment of such services.
(3) The current State and Federal mechanisms used to collect and distribute universal service support are

not sustainable in a competitive and rapidly changing technological environment.
SEC. 2. PURPOSES.
The purposes of this Act are-
(1) to broaden the goals of universal service and to encourage the deployment of new and future commu-

nications services in rural areas;
(2) to encourage competition for communications services, so that rural Americans can have access to

modern communications technologies at equitable prices;
(3) to ensure the universal service high-cost program is tightly focused on these goals and results in

efficient investments; and
(4) to reform the universal service contribution base to ensure its long-term viability, to make it sustain-

able under future changes in technology, and to make it consistent with revised program goals.

4. Eligible Telecommunications Carriers and Supported infrastructure

This section considers which network infrastructure should be supported by the high-cost funds. The
first two subsections discuss current ETC obligations and supported infrastructure and briefly restate the
problems with the current approach. The following three subsections propose a layered approach to defining
supported infrastructure and service areas. With the new layered model in hand, section 5 considers fund
growth. Sections 4 and 5 therefore together address the distribution side of the Fund. Section 6 addresses
the contribution side of the Fund.
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4.1. Current ETC obligations and supported infrastructure

Common carriers can apply to state commissions or the FCC to be designated as an Eligible Telecommu-
nications Carrier (ETC), and thus be eligible to receive universal service funds. In order to be designated as
an ETC, a common carrier must offer the services supported by the federal universal service mechanisms,
upon reasonable request, throughout the designated service area, either by using its own facilities or by
using a combination of its own facilities and resale of another carriers services, and must advertise these
services throughout the designated service area. The default service area for an ETC is the study area of
the ILEC that serves that region. However, an ETC can be certified for only a portion of an ILEC’s rural
study area if the ETC is not judged to be disproportionably serving the high-density low-cost subsets of the
study area. The FCC interprets reasonable requests as those within the ETC’s licensed service area that
can be accommodated at reasonable cost.

In addition, an ETC must: (1) provide a five-year plan demonstrating how high-cost universal service
support will be used to improve its coverage, service quality or capacity in every wire center for which it
seeks designation and expects to receive universal service support; (2) demonstrate its ability to remain
functional in emergency situations; (3) demonstrate that it will satisfy consumer protection and service
quality standards; (4) offer local usage plans comparable to those offered by the incumbent local exchange
carrier in the areas for which it seeks designation; and (5) acknowledge that it may be required to provide
equal access if all other ETCs in the designated service area relinquish their designations pursuant to section
214(e)(4) of the Communications Act (FCC, 2005b).

The high-cost funds of the USF provide support for ETCs operating in rural, high-cost, and insular
areas. Support is provided through eight funds 3 that differ by recipients (rural ILECs, non-rural ILECs,

3 The eight high-cost funds are:

HCLS: The High-Cost Loop Support fund is available to rural ILECs and ETCs to help with non-traffic sensitive intrastate
costs. It reimburses 65%-75% of the ILEC’s non-traffic sensitive local loop embedded costs exceeding 115% of a national
average cost benchmark. Prior to 2000, support was also available to non-rural ILECs at lower rates, but this support has
been phased out by 2006. There is a cap on the fund that adjusts according to the rate of growth in working loops of rural
carriers plus the rate of inflation as measured by the Gross Domestic Product Chained Price Index (GDP-CPI).

SNAS: The Safety Net Additive Support fund is also available to rural ILECs and ETCs to help with non-traffic sensitive
intrastate costs. It effectively removes the cap on the HCLS fund for those carriers whose costs per loop increase by more
than 14% annually. The SNAS fund is capped.

SVS: The Safety Valve Support fund is also available to rural ILECs and ETCs to help with non-traffic sensitive intrastate
costs. It effectively removes the cap on the HCLS fund for those carriers that acquire high cost exchanges. The SVS fund is
capped.

HCMS: The High-Cost Model Support fund is available to non-rural ILECs and ETCs to help with non-traffic sensitive
intrastate costs. In contrast to the HLCS fund which is based on embedded costs of each carrier, the HCMS fund is based
on aggregated statewide forward-looking costs. It provides aggregate support to non-rural carriers in a particular state if
the total statewide forward-looking costs of intrastate supported services is above a national cost average benchmark. In
states that receive HCMS support, funds are allocated to wire centers with forward-looking costs above the benchmark. The
amount that a non-rural carrier receives through HCMS depends on the wire center cost and on the number of lines served
by the carrier. The fund is not capped.

ICLS: The Interstate Common Line Support fund is available to rate of return regulated carriers (and corresponding ETCs)
to help with non-traffic sensitive interstate costs. It is gradually replacing Common Carrier Line (CCL) charges, and the
amount provided is based on rate-of-return regulation. The fund is not capped.

LTS: The Long-Term Support fund was also available to rate of return regulated carriers that participated in the National
Exchange Carrier Association pool (and corresponding ETCs) to help with non-traffic sensitive interstate costs. It reduced
CCL charges, and the amount provided was based on rate-of-return regulation. The fund was merged into the ICLS fund in
2004.

IAS: The Interstate Access Support fund is available to price cap regulated carriers (and corresponding ETCs) to help with
non-traffic sensitive interstate costs. It is gradually replacing CCL charges. Funds are targeted to low density areas, and the
amount provided is based on the amount of CCL charges replaced above the Subscriber Line Charge (SLC). The fund has a
$650M target size.

LSS: The Local Switching Support fund is available to ILECs with study areas of 50,000 or fewer access lines (and correspond-
ing ETCs) to help with traffic-sensitive switching costs. It reduces traffic-sensitive access charges to inter-exchange carriers,
and the amount is based on rate-of-return regulation. The fund is not capped.
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ETCs, rate of return carriers, price cap carriers), by geography (intrastate, interstate), and by the type of
infrastructure (non-traffic sensitive, traffic-sensitive) (FCC, 2007).

4.2. Problems

There are several problems that have been discussed in the literature concerning obligations of an Eligible
Telecommunications Carrier and supported infrastructure. The high-cost funds were originally intended to
expand the number of residences with wireline phones, and to equalize the rates charged for phone service
in urban and rural areas. As a consequence, the obligations of an ETC are principally concerned with phone
service, and the distributions of the high-cost funds only explicitly address telephone network costs.

However, since the last revision of USF statutes, the number of wireline phone lines has peaked and the
number of wireless phone lines has skyrocketed. The number of wireless lines now exceeds the number of
wireline lines, and in many rural areas wireless service has become more cost-effective than wireline service.
As a result, many wireless providers have become CETCs and high-cost fund distributions to CETCs have
risen from $46M in 2002 to $1137M in 2007 (FCC, 2007). Many blame the growth of the USF almost entirely
on this growth in CETCs, although the analysis below indicates blame should be shared with increases in
ILEC line costs.

In funds that support rural carriers, distributions are based on the costs of the ILEC (the original provider
of wireline phone service) in each ILEC study area. Wireless providers, however, have different service areas
(based on spectrum licenses) that do not entirely coincide with ILEC study areas. As a consequence, wireless
ETCs have often requested to serve only a portion of an ILEC study area, and have often been accused
of cream-skimming (serving only those portions of an ILEC study area that are relatively low cost). In
addition, VoIP has become an alternative voice service. Most cable companies now offer phone service using
VoIP, and a few have become ETCs to support this service. Similar problems can occur with cable company
service areas.

Finally, although the high-cost funds currently implicitly support broadband infrastructure, there are
active debates over whether USF should explicitly support broadband.

The historic distinctions between the telephone network, cable video networks, the Internet, and wireless
networks are disintegrating. Integration is creating networks that support a wide variety of voice, video,
and data applications. In an everything-over-IP network, many existing distinctions no longer apply. Voice
becomes only one of a large number of services that carriers offer. Definition of a standardized basket of
universal services thus becomes difficult, since users will differ greatly in which services are of interest to
them. Requiring a carrier to offer all services will likely be overly restrictive and inefficient. References to
ILEC costs and service areas become arbitrary. Costs become much less distance-sensitive, and thus are less
often identifiable as intrastate or interstate. The future will bring challenges to the USF far in excess of
today’s debate around supporting broadband. In an everything-over-IP network, there will be no distinction
between telephone network infrastructure and Internet infrastructure, and hence no clear distinction between
costs related to voice and broadband.

The current USF program expresses objectives in terms of access and pricing of telecommunication ser-
vices to consumers but provides subsidies for infrastructure to carriers. This conflation of application and
infrastructure creates confusion over the purpose and operation of the Fund in reference to new technologies.

As an example, consider VoIP service. Should VoIP providers receive USF distributions? Consider the
following scenarios:
(a) A rural local exchange carrier offers VoIP over twisted-pair lines, and routes the traffic onto the Public

Switched Telephone Network (PSTN).
(b) A rural cable operator offers VoIP over cable, and routes the traffic onto the PSTN.
(c) A rural cable operator offers VoIP over cable, and routes the traffic over the Internet.
(d) A rural local exchange carrier also operating as a cable operator offers VoIP over cable.
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(e) A company offers VoIP service for a fee to rural consumers who already purchase broadband service
from another provider.

(f) A company offers VoIP service to rural consumers who already purchase broadband service from another
provider, but charges only for calls routed onto the PSTN.
Which of these VoIP providers should receive USF distributions? Does it matter if the VoIP service

provider is a facilities-based carrier or not? If so, what type of facilities count – local loops? lines? routers?
Does it matter if the VoIP traffic is routed from the Internet to the PSTN (or vice versa) or if it runs entirely
over the Internet? Does it matter if the carrier is a local exchange carrier or a cable operator?

Similar problems arise with broadband service. Which of the following should be eligible for USF distri-
butions?
(a) a rural local exchange carrier offering broadband over Digital Subscriber Line (DSL).
(b) a rural cable operator offering broadband over cable.
(c) a wireless carrier offering fixed broadband in a rural location.
(d) a wireless carrier offering mobile broadband including rural areas.
(e) an Internet Service Provider who offers Internet services in conjunction with a local exchange carrier

offering DSL service?
Convergence will only make the issue worse. How should USF address rural local exchange carriers or

cable operators who provide video over the same IP networks as broadband? Application providers who
offer services that integrate voice, video, and data for specific interactive applications such as gaming?
Packages in which the voice component is provided free on top of other higher end services?

The distinction between voice network infrastructure and broadband network infrastructure is quickly dis-
appearing, and USF funds are already being used by many carriers to deploy combined voice and broadband
network infrastructure (discussed more below).

4.3. Layered network architecture

Much of the confusion regarding what the USF should support emanates from difficulties with classification
of evolving communication services. The current program expresses objectives in terms of access and pricing
of telecommunication services but provides subsidies for network infrastructure. It attempts to assess revenue
from voice applications in order to subsidize voice infrastructure; in reality, it assesses revenue from voice
applications and subsidizes combined voice and broadband infrastructure. Many of the questions above
concern whether VoIP or broadband is principally a service or network infrastructure, whether the type of
network infrastructure matters, and whether the type of service provider matters.

The principal idea in this paper is to separate this conflation of support for network infrastructure but
assessment of revenue from network applications by both support for and assessment of only network infras-
tructure. Furthermore, the goal is to remove reference to voice (or any specific list of applications) as the
principal supported service. This approach relies on the ability to partition the network into applications
and infrastructure.

Telephone networks, cable video networks, cellular networks, and the Internet are all based on the concept
of a layered architecture. Each network device, and the network as a whole, is abstractly modeled as being
composed of a number of vertical layers. Each layer provides certain functionalities.

The reference model for layered architectures is the Open Systems Interconnection (OSI) model, developed
by the International Standards Organization. The OSI model is composed of 7 layers, as pictured in figure
1. OSI layer 1, called the physical layer, implements encodes a bit into a physical signal and vice versa.
OSI layer 2, the data link layer, translates a packet into a set of bits and vice versa, and implements a
set of rules (called a protocol) about which device can transmit when. OSI layer 3, the network layer, is
concerned with routing a packet from one network device to the next. OSI layer 4, the transport layer,
is concerned with functionality required to form a complete connection between a source and destination,
including dealing with lost packets and responding to congestion. OSI layer 5, the session layer, manages
an entire communication session, e.g., logging onto a service. OSI layer 6, the presentation layer, concerns
data presentation, e.g., file or video compression. Finally, OSI layer 7, the application layer, deals with user
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Fig. 1. OSI and Internet layered models

applications and other high-level functionality, e.g., web browsing, e-mail, file transfer, file sharing, instant
messaging, gaming, etc.

Not every network device contains all 7 layers. Personal computers do contain all 7 layers - the network
interface card (e.g., Ethernet card) implements OSI layers 1 and 2, the operating system (e.g., Windows)
implements OSI layer 3 and part of layers 4 through 7, and user-installed software implements the remainder
of layers 4 through 7. A network router, however, often contains only layers 1 through 3.

Layers 1 through 3 can be thought of as network infrastructure, while layers 4 through 7 can be thought
of as network applications. This distinction will be discussed in more detail below as the impact of layered
architectures upon communications policy is considered.

Although the OSI model serves as a reference for all network architectures, different networks have modified
the model for their own use. As an example, the Internet uses a model with a reduced number of layers, as
pictured in figure 1. OSI layers 1 and 2 are combined into a single Internet LAN-link layer. OSI layer 3 is
also called the Internet network layer; it includes the Internet Protocol (IP). OSI layer 4 is also called the
Internet transport layer; it includes the Transmission Control Protocol (TCP). OSI layers 5 through 7 are
merged into a single Internet applications layer.

4.4. A layered regulation model

The rationale of this proposal is that the USF should both support and assess physical network infras-
tructure not applications. More specifically, the Fund should support network infrastructure whose cost per
subscriber is sensitive to geographical subscriber density. The question is how to determine which portions
of the network are infrastructure and which are applications.

The FCC has provided little useful guidance on this matter. The result of the Computer I (FCC, 1971)
and Computer II (FCC, 1980) inquiries was roughly to classify the Internet LAN-link layer as basic or
telecommunication services and to classify the IP and higher Internet layers as enhanced or information
services. More recently, the FCC classified broadband offered over DSL and broadband over cable networks as
information services (FCC, 2002, 2005a). As of the date of writing, the FCC is currently considering adding
broadband as USF supported network infrastructure (FCC, 2008a), but not as an assessed application.
Although VoIP has not been classified, the FCC is treating facilities-based VoIP providers as infrastructure
but non facilities-based VoIP as an application. The FCC has yet to classify other IP-enabled services.

The goal is to specify which network infrastructure to support. Supported network infrastructure should
consist of components whose cost per subscriber is sensitive to geographical subscriber density. Fortunately,
this is easy to identify using the OSI model. OSI layers 1 through 3 must be implemented at every network hop
from source to destination; these layers therefore include those network mechanisms that must be provided
by each carrier on their portion of the network, namely those that are sensitive to subscriber density. In
contrast, OSI layers 4 through 7 need only be implemented at the endpoints (the source and destination);
these layers include mechanisms that are not sensitive to subscriber density. USF supported infrastructure
should therefore be restricted to OSI layers 1 through 3. As a result, supported infrastructure will include
network infrastructure that is high barrier-to-entry, and exclude applications that are low barrier-to-entry.

This layered approach works equally well with both circuit-switched and packet-switched networks, in-
cluding the PSTN, the Internet, wireless networks, and cable networks, since all are based on layered models.
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Communication at or below the network layer does not meaningfully change the content of the information,
whereas some protocols above the network layer create, store, or change the presentation of information, so
this definition roughly complies with the original intent (but not more recent FCC implementation) of the
distinction between telecommunication and information services.

Note, however, that the layers of a service are defined by its functionality, not by the device that implements
the service. Many implementations of the functionality within a specific layer will combine both hardware and
software 4 . Supported infrastructure will thus include all infrastructure required for transport functionality
in both telephone and broadband networks (e.g. loops and switches for circuit-switched voice and video
conferencing, and loops and switches for packet-switched voice, video, and data), but exclude higher-level
functionality (e.g. call-forwarding, voicemail, IP-enabled service, email storage, and other applications).

Services offered to the consumer require functionality at multiple layers. The terms broadband service
and Internet access are often used imprecisely to mean various functionalities at various layers. Only the
portion of broadband service at network layer and below should be supported. This includes the basic
high barrier-to-entry functionality that allows a subscriber to access the Internet, but excludes value-added
low barrier-to-entry services (e.g. email or web-hosting) that are competitively offered by many application
providers. Similarly, only the portions of VoIP at network layer and below should be supported. This is
consistent with the current implementation, which allows support only for facilities-based VoIP providers.

This use of layers to delineate infrastructure from applications differs from other layered approaches
taken in the USF literature. Weinberg (2001) proposes associating both USF high-cost contributions and
distributions with physical facilities, defined in a layered manner. He does not, however, specify which layers
to define as physical facilities. Sicker (2003) proposes a four layer model consisting of content, applications,
transport, and access that does not necessarily map directly into the Open Systems Interconnection (OSI)
model. With respect to the USF high-cost funds, he proposes that both the contribution base and the
distribution base be restricted to transport and access providers. He classifies VoIP as an application, and
thus excludes VoIP from the USF. Although the proposal in this paper agrees with assessing services at
the same layers to which distributions flow, the idea is to use the OSI model to delineate the layers, and
exclude the OSI transport layer (which resides just above the network layer) from USF since the cost of this
layer is not density dependent, whereas Sicker (2003) would probably include the OSI transport layer in his
transport layer. This proposal also disagrees with the classification of VoIP solely as an application layer
service, and includes within USF those portions of VoIP at the network layer and below.

This delineation of infrastructure from applications is potentially of use more broadly within telecom-
munications policy. Wherever it has been of value to consider the distinction between telecommunication
services from information services, this new definition of communication services may help make a case for
substantially different regulation of infrastructure than of applications. In particular, Jordan (2007) uses a
similar distinction to argue that net neutrality can be implemented by requiring an open interface between
infrastructure and applications. Whereas many papers in the literature have argued for similar horizontal
regulation (see e.g. (Lessig, 2001; Werbach, 2002; Solum and Chung, 2003; Whitt, 2004)), most of these
layered models combine OSI layers 3 and 4 (the Internet network and transport layers) into a single logical
layer, whereas the approach taken here proposes that OSI layer 3 should be classified as infrastructure and
OSI layer 4 should be classified as applications.

This layered approach can be formalized using new definitions. A new term communication services is
introduced to replace telecommunication services to restrict both contributions and distributions to network
infrastructure not applications:

SEC. 3. DEFINITIONS.
Section 3 of the Communications Act of 1934 (47 U.S.C. 153) is amended-
(1) by inserting after paragraph (10) the following:

”(10A) COMMUNICATIONS INFRASTRUCTURE.- The term ’communications infrastructure’ means
all network infrastructure required to support communication services.

4 Firmware is software that is embedded within a hardware device; while it usually is used to implement functionality at OSI
layers 1 through 3, it can be used to implement higher layer functionality at an endpoint. Middleware is software that allows
multiple processes to interact across a network; it is implemented in the Internet application layer.
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”(10B) COMMUNICATIONS SERVICES.- The term ’communications services’ means all services-
”(A) over a network that uses a public right-of-way;
”(B) over a portion of the network that interconnects to other networks; and
”(C) that reside at or below the network layer or are required to manage the network.”; and

(2) by inserting after paragraph (29) the following:
”(29A) NETWORK LAYER.- The term ’network layer’ means the third layer of the 7-layer Open

Systems Interconnection Model responsible for message addressing and for routing information within
the network, including routing within the telephone network and including the Internet Protocol within
the Internet.”.

Start with the term communications services 5 . Item (C), together with the definition of Network Layer
implements the delineation between infrastructure and applications discussed above. Item (A) restricts USF
support to networks that use a public right-of-way, and is assumed to include the rights-of-way used by
ILECs, cable companies, and spectrum used by wireless providers 6 .

Item (B) ensures that USF supports infrastructure only when it is available to support applications that
can be provided by any party, not just by the communications service provider that provides subscribers
end access to the network. It can be integrated with network neutrality or other open access requirements to
strengthen this intention (see e.g. (Jordan, 2007).) As a result, companies that offer services entirely over their
own networks are excluded from the definition of communication services, and therefore from participation
in USF; the most common example of this would be cable companies that offer services entirely over their
own networks through title VI.

The term communications infrastructure is simply defined as all network infrastructure required to support
communications services.

In the following sections, these terms will be used to limit the scope of both USF distributions and con-
tributions. Support is thus focused directly on communications network infrastructure, without reference
to a standardized basket of telecommunications services that qualify as universal service. Similarly, con-
tributions are required from all communications services, whether to support voice, video, or data. This
technology-neutral approach repositions USF for future converged networks. In particular, such a layered
approach erases the distinction between support for telephone service and broadband access.

4.5. Proposal for supported infrastructure

As discussed above, it has been less than clear which VoIP components should be eligible for USF distri-
butions. In addition, if broadband is to be supported, it is also less than clear which broadband components
should be eligible for support. Future IP services that integrate telecommunication components will make
the situation even murkier. The distinction between voice network infrastructure and broadband network
infrastructure is quickly disappearing. The evolving network infrastructure will support integrated voice,
video, and data applications.

This evolution toward an everything-over-IP network makes the current definition of universal services
problematic. Under section 254(c) of the Communications Act, universal service is ”an evolving level of
telecommunications services that the Commission shall establish periodically under this section, taking
into account advances in telecommunications and information technologies and services.” The definition of
supported services must take into consideration whether a service has been subscribed to by a substantial

5 One note of caution: the term telecommunications service pervades the Communications Act of 1934. Corresponding changes
from telecommunications service to communications service could be carefully considered elsewhere, but are not required for
this proposal.
6 This is a bit tricky, as different parts of the Communications Act apply to different types of communication. In particular,
since telecommunication service is defined as ”the offering of telecommunications for a fee directly to the public, or to such
classes of users as to be effectively available directly to the public, regardless of the facilities used”, it may be of value to modify
the definition of communication services proposed here to consider public services rather than just use of public right-of-way.
However, this may cause two problems. First, it is preferable to have a definition that does not rely on the end service sold to
the user, since many communication services will not be directly sold to the public but instead support applications that are
sold to the public. Secondly, networks that do not use a public right-of-way may be regulated in a very different manner.
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majority of residential customers; this provision has delayed inclusion of broadband into the definition.
However, as voice, data, and video services merge, how will the FCC determine which should be included
in the definition of universal service. Should adoption by a minority of residential customers disqualify a
service? What will they do about network infrastructure shared between a wide variety of services, some of
which qualify and some of which do not?

The only viable long-term strategy for the USF is to support the integrated network infrastructure that
underlies all combinations of such applications. Convergence should be embraced and the USF should support
all communication services. These services may be offered on networks engineered to provide superior service
for a targeted set of applications, or more likely be offered on broadband IP networks that support a wide
variety of integrated applications. This approach removes the need for a definition of Universal Service, and
hence section 254(c) of the Communications Act could probably be removed. At a minimum, 254(c)(1)(B)
should be deleted to remove the requirement that universal services be subscribed to by a substantial
majority of residential customers.

The groundwork for this approach has been laid with the introduction of the terms communication services
and communication infrastructure in the previous section. Using this layered approach, the USF can directly
support communications infrastructure, without reference to a standardized basket of telecommunications
services that qualify as universal service:

SEC. 4. UNIVERSAL SERVICE HIGH-COST FUNDS DISTRIBUTION.
(a) QUALIFYING UNIVERSAL SERVICE INFRASTRUCTURE LIMITATIONS.- In carrying out sec-

tion 254(b)(3) of the Communications Act of 1934 (47 U.S.C. 254(b)(3)), the Federal Communications
Commission, acting through the Universal Service Administrative Company, shall ensure that-
(1) support under the Universal Service Fund high-cost funds is made available exclusively for commu-

nications infrastructure in rural, insular, and high-cost areas;
(2) in areas in which only a portion of the network infrastructure is communications infrastructure,

support under the high-cost funds is prorated to reflect the ratio of communications infrastructure to
all network infrastructure;

This proposed statute language requires that the USF high-cost funds be used exclusively for commu-
nications infrastructure in high-cost, rural, and insular areas. As discussed below, USF funds are already
being used by many carriers to deploy combined voice and broadband network infrastructure. Support for
broadband is therefore currently implicit. Since communications infrastructure can be used to support both
voice and broadband service, section 4(a)(1) makes support for broadband infrastructure explicit, but it
does this in a technology-neutral manner that will survive future changes in technology. Such an approach
would allow for a reduction in the number of high-cost funds. It would also elegantly remove the distinction
between wireline voice, wireless voice, and broadband, and therefore remove the need for the three separate
wireline, wireless, and broadband funds proposed by the Joint Board.

There are likely to be situations when network infrastructure is shared between communications services
and non-communications services, e.g. a local access network that is used to support voice, broadband,
and video. If the video is offered over a portion of the network that resides entirely in the access providers
domain, as is likely if it is offered under title VI, then it does not qualify as a communications service.
Correspondingly, under 4(a)(2), the carrier is eligible for funds only for the portion of the infrastructure
that qualifies as communications infrastructure.

A summary of this proposal, in comparison to current law and Congressional bills, is presented in figure
2. None of the congressional bills explicitly goes this far toward integrating voice and broadband. The
Stevens bill (U.S. Congress, 2007b) creates a separate $500M fund for broadband in unserved areas, with a
single broadband provider in each area qualifying for these funds. It also creates a separate fund for insular
areas, but does not otherwise modify USF distributions. The Boucher/Terry bill (U.S. Congress, 2007a)
expands the definition of universal services to include broadband, and therefore explicitly includes support
for broadband in USF distributions. It also includes a mandate that ETCs offer broadband (at a rate of at
least 1Mbps within 5 years). None of these bills uses a layered approach.

In contrast, this proposed approach is technology-neutral. It erases the distinction between support for
telephone service and broadband access, and it should survive future changes in network technology and
services.
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Fig. 2. Summary of recommendations
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4.6. Service Area Reform

The normal situation is that an eligible telecommunications provider will provide service upon request
in the entire study area of a rural local exchange carrier (RLEC). For wireless communication providers,
however, this can be a problem since they may have spectrum licenses over only a portion of a study area.
It is thus increasingly common for an ETC applicant to request to serve only a subset of a RLEC’s study
area.

Currently, however, the support level is determined by the RLEC’s average per line cost over the study
area. Since the per-line cost often varies substantially over a study area, inversely proportional to subscriber
density, this creates a potential for creamskimming, which occurs when ETCs serve a disproportionate
share of the low-cost, high revenue customers in a RLECs study area. When an ETC applies for USF
distributions in a subset of a RLEC’s study area, the FCC conducts a creamskimming analysis that compares
the population density of each wire center in which the ETC applicant seeks designation against that of the
wire centers in the study area in which the ETC applicant does not seek designation (FCC, 2005b). Based
on this analysis, the Commission denies designation if it concludes that the potential for creamskimming is
contrary to the public interest.

The root cause of this issue is again technological convergence. Since different providers have deployed
network infrastructure in different geographical regions, reference to average costs over the LEC’s service
area is now outdated.

The solution requires addressing both the definition of a service area and the geographical units over
which costs are calculated. The two are connected – the service area determines the region in which an ETC
is required to provide service upon reasonable request, and the cost basis determines the extent to which an
ETC has motivation to cover an area.

One approach that would solve both issues is to disaggregate costs to very small geographical units. If
wireline, wireless, and cable ETCs service areas could all easily be described in terms of these small geo-
graphical units, then reference to any particular type of provider’s service area can be avoided. Furthermore,
if costs are disaggregated to small enough units so that costs accurately represent residential density, then
the requirement to serve an entire service area can also be removed; the financial incentive should be enough
to attract providers to each geographical unit. This approach would also easily accommodate service areas
that change whenever a provider obtains or loses access to public right-of-way or spectrum in different areas.

However, disaggregation to very small geographical units may increase the complexity of accounting too
much to be politically acceptable. A more moderate approach that can still make substantial progress on both
problems (service area definition and cost basis) is to recognize that three types of providers are currently
recognized in the Communications Act: wireline, wireless, and cable. Reliance on the ILEC’s study area can
be removed by allowing wireless and cable ETCs to serve a subset of a study area if it serves all areas for
which it is licensed:

SEC. 5. UNIVERSAL SERVICE AREA REFORM.
(a) MODIFICATION OF SERVICE AREA DEFINITION FOR WIRELESS AND CABLE.- Section

214(e)(5) of the Communications Act of 1934 (47 U.S.C. 214(e)(5)) is amended by adding at the end
”In the case of a commercial mobile service (as defined in section 332(d)) that is an eligible telecom-
munications carrier, the term ’service area’ may, at the election of such carrier, be all areas within an
incumbent local exchange carrier’s service area for which the commercial mobile service has spectrum
licenses. To the extent that a cable operator (as defined in section 602(5)) is treated as a common carrier
and, as such, is an eligible telecommunications carrier the term ’service area’ may, at the election of
such carrier, be all areas within an incumbent local exchange carrier’s service area for which the cable
operator has a franchise (as defined in section 602(9)).”.

Subsection 5(a) codifies the service areas for wireless carriers and cable companies offering communication
services. Such providers may elect a service area that consists of the subset of an ILEC’s service area for
which the provider has spectrum or franchise licenses.

This does not completely solve the cream-skimming issue, since the CETC’s licensed area may be lower-
cost than the ILEC’s average cost over its study area. A moderate approach to solving this problem has been
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suggested in past years using wire center averaging, in which USF distributions are based on the average
cost in each wire center. An example of such an approach is taken from the Rural Universal Service Equity
Act of 2003 (U.S. Congress, 2004):

(b) FCC TO REVISE SUPPORT LEVEL.- Section 254 of the Communications Act of 1934 (47 U.S.C.
254) is amended by adding at the end the following new subsection:
”(m) UNIVERSAL SERVICE SUPPORT FOR HIGH-COST AREAS.-

”(1) CALCULATING SUPPORT.- In calculating Federal universal service support for eligible telecom-
munications carriers that serve rural, insular, and high-cost areas, the Commission shall revise the
Commission’s support mechanism for high-cost areas to provide support to each wire center in which
the carrier’s average cost per line for such wire center exceeds the national average cost per line by
such amount as the Commission determines appropriate for the purpose of ensuring the equitable
distribution of universal service support throughout the United States.

”(2) HOLD HARMLESS SUPPORT.- In implementing this subsection, the Commission shall ensure
that no State receives less Federal support calculated under paragraph (1) than the State would
have received, up to 10 percent of the total support distributed, under the Commission’s support
mechanism for high cost areas as in effect on the date of the enactment of this subsection.

”(3) LIMITATION ON TOTAL SUPPORT TO BE PROVIDED.- The total amount of support
for all States, as calculated under paragraphs (1) and (2), shall be equivalent to the total support
calculated under the Commission’s support mechanism for high cost areas as in effect on the date
of the enactment of this Act.

”(4) CONSTRUCTION OF LIMITATION.- The limitation in paragraph (3) shall not be construed
to preclude fluctuations in support on the basis of changes in the data used to make such calcula-
tions.

”(5) IMPLEMENTATION.- Not later than 180 days after the date of the enactment of this Act, the
Commission shall complete the actions (including prescribing or amending regulations) necessary
to implement the requirements of this subsection.

”(6) COMMISSION’S SUPPORT MECHANISM FOR HIGH-COST AREAS DEFINED.- In this
subsection, the term ’Commission’s support mechanism for high-cost areas’ means the mechanism
described in sections 54.309 and 54.311 of the Commission’s Regulations (47 C.F.R. 54.309 and
54.311, respectively).”.

Because wire centers are not small enough geographical units to remove the incentive to cream-skim, the
requirement in FCC regulations to serve all residential customers within a service area must be maintained.
With that provision, the combination of 5(a) and 5(b) ensures that ETCs cannot cream-skim, while removing
the burden upon State commissions and the FCC to make case by case determinations (and the resulting
inconsistencies).

It should be noted, however, that although this moderate approach puts wireline, wireless, and cable
providers on an almost equal footing, it does maintain reference to the topology of the telephone network
through the use of the term ”wire center”. In the future, it may be preferable to move to the use of smaller
geographical units to remove this dependence.

The Boucher/Terry bill defines a communication provider’s service area as a geographic area that aligns
with the area in which the provider is licensed to provide service; for wireless service providers, this is
explicitly defined as the company’s basic trading area. This approach is similar to section 5(a). The bill
does not address disaggregation. The Stevens bill does not include service area reform. These differences are
displayed in figure 2.

5. Fund Growth

The previous section proposed a layered approach to defining supported infrastructure and service areas.
With the new layered model in hand, this section continues discussion of the distribution side of the USF,
but now focusses specifically on Fund growth. Section 6 addresses the contribution side of the Fund.

The first subsection presents a brief analysis of growth of the high-cost fund over the last 5 years. The
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second subsection reviews challenges posed by this growth and by technological convergence. The third
subsection proposes cost saving measures.

5.1. Analysis

USF support to wireless ETCs has increased rapidly, and it is widely believed that this is the principal
cause for the rapid growth of the USF. In addition, many believe that USF support for broadband would
cause the size of the fund to double or triple. In this subsection, data is presented that indicates that a
significant component of USF growth has been caused by implicit support for wireline broadband. On this
basis, policymakers’ determination of an overall limit on the size of the Fund is more viable in the long-term
than artificial distinctions between voice and broadband distributions.

This analysis of USF growth is based on high-cost funds distributions during the fiscal years 2002 through
2007 (FCC, 2007) 7 . During this 5 year period, the high-cost funds experienced real annual growth of
approximately 5.3%, for a total growth of $974M on a 2002 base of $3317M. Of this $974M increase,
approximately 55% ($537M) can be attributed to an increase in per line costs above the SLC, mostly
due to an increase in the rural National Average Cost per Loop (NACPL) from $289/loop to $335/loop.
Approximately 51% ($501M) can be be attributed to an increase in the number of lines supported by the
USF. (The remaining -7% is unaccounted for.)

The increase in per line costs above the SLC contributes to approximately 3.0% real annual growth in the
high-cost funds. This increase can be attributed to upgrading of local loops to support broadband. Since
the HCLS and HCMS funds are indexed by line growth and inflation, most of the increase in the size of the
high-cost funds attributed to increases in per line costs appear as growth in the ICLS fund due to rate of
return regulation.

The increase in the number of lines supported by the USF contributes to approximately 2.9% real annual
growth in the high-cost funds. Almost all of this growth is due to an increase in the number of rural lines
supported. During the 5 year period considered, there was an annual decrease of approximately 2.7% in the
number of rural lines on wireline networks (from 21.9M to 19.2M), so all of this growth (plus some) is due
to increases in supported wireless lines.

5.2. Problems

There are several problems that have been discussed in the literature concerning growth of the USF. As
discussed above, the high-cost funds were originally intended to expand the number of residences with wire-
line phones, and to equalize the rates charged for phone service in urban and rural areas. As a consequence,
the Fund was originally designed to adjust the contributions to match required distributions. Furthermore,
required distributions were calculated on the basis of ILEC wireline costs, which it was presumed, would
increase no faster than the growth in lines.

However, the Fund has experienced rapid growth in the past 10 years. The high-cost funds have grown
(in nominal dollars) from $1264M in 1997 to $2935M in 2002 to $4290M in 2007. Continued growth at these
rates is considered politically unacceptable. As a consequence, the FCC over time has placed caps on many
of the funds.

Payments from high-cost funds to CETCs have grown (in nominal dollars) from $0M in 1997 to $46M in
2002 to $1137M in 2007. Many assume that this increase, driven largely by increases in payments to wireless
providers, is the principal cause for growth of the overall high-cost funds. As a consequence, the FCC has
placed an interim cap on high-cost fund distributions to CETCs (FCC, 2008a).

7 Since distributions in 2002 through 2007 were based on costs in 2000 through 2005, loop costs and number of loops are
analyzed for the period from 2000 through 2005. All dollar figures are indexed for inflation during 2000 through 2005 and are
given in 2007 dollars. Costs per line are measured by the rural National Average Cost Per Line (rNACPL). The decrease in
real IAS distributions to CETCs during the period are attributed to the CAP on IAS. Growth in CETC distributions not
associated with increases in cost per line or the IAS cap are attributed to CETC line growth.
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As discussed in the previous subsection, however, the growth in high-cost funds has been caused both by
increases in the number of lines supported and by increases in the real cost per line. Several proposals are
under consideration. One general approach is to place a cap on the overall Fund, or on the high-cost funds
that are not currently capped. A few approaches are focussed on reducing the cost per line. One idea is to use
reverse auctions, in which carriers would bid on how much support they require in order to provide universal
service in a particular geographical region. Another idea is to remove the identical support rule, which in
rural study areas awards support on the basis of the embedded costs of the ILEC, and to calculate support
on the basis of the actual costs of each provider. Yet another idea is to change the support calculation in
rural study areas from embedded costs to forward-looking costs, which are presumed to be generally lower.
Other approaches are focussed on reducing the number of lines supported. The most common of these is to
restrict support to a single primary line per household.

Finally, the debate over whether the USF should explicitly support broadband is intimately tied to the
size of the Fund. Opponents often believe that adding support for broadband will dramatically increase the
size of the Fund, and that including a broadband mandate will increase the cost per line.

Additional problems will arise as the technology progresses toward everything-over-IP, rendering distinc-
tions between wireline communications, wireless communications, telephone networks, and the Internet less
meaningful. Reference to a particular provider (e.g. ILECs) and to its costs become increasingly arbitrary.
So do references to a particular service (e.g. voice or broadband).

As a consequence, some of the ideas proposed are not feasible in the long run. As of the date of writing, the
FCC is currently considering the use of reverse auctions (FCC, 2008c). Reverse auctions would most likely
require definition of a standardized basket of universal services to be supported. The FCC is tentatively
concluding that universal service be initially defined as the current universal service obligations plus broad-
band at a rate of at least 768kbps in one direction. In addition, the geographical area must also be specified
in the auction. The FCC is tentatively concluding that ILEC study areas be used. However, if in the future
users will be able to choose among a wide variety of IP-enabled services, definition of a standardized basket
of universal services becomes very difficult. Furthermore, different providers have overlapping service areas,
which makes design of an auction much more challenging.

Similarly, restriction to a primary line or to a single auction winner per geographical area is awkward.
Already, users often choose different providers for voice, data, and video services. As users may choose to
receive various services over various interfaces, it is strange to specify a single ETC per region that must
provide all services.

5.3. Proposed Efficiency Measures

As noted, about approximately half of the real growth of the USF high-cost funds in the last 5 years
was caused by increases in real per line costs above the SLC, with the other half caused by an increase in
the number of lines served. To address this growth, several widely discussed cost-saving measures can be
incorporated into this proposal.

The first measure is to provide high-cost fund support on the basis of subscribers rather than on the number
of residences in the geographical region. This approach prevents growth caused by multiple networks serving
a service area, except when customers receive service from multiple providers. One potential problem with
providing support per-subscriber is that ILECs have carrier-of-last-resort obligations that require investment
for customers not served. As of the date of writing, the FCC is currently considering whether there should
thus be explicit support for carrier-of-last-resort obligations in addition to per-subscriber support.

The second measure is to switch from providing support to CETCs on the basis of ILEC costs to providing
support to each ETC on the basis of its own costs. Such an actual cost approach is also tentatively proposed
by the FCC (FCC, 2008b). Maintaining a reference to ILEC costs (as is currently done) requires an evolving
set of predefined services and presumes that the ILEC is the reference for each such service, which is contrary
to the benefit of using communication services as a stable technology-neutral definition. Switching to actual
costs, therefore, has not only the benefit of the expected cost savings, but also of removing reference to a
particular provider.
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One additional measure is proposed here that has not been discussed in the literature. Support should
be prorated on the basis of services rendered. For instance, if a carrier’s communications infrastructure is
used to provide both voice and broadband, but the customer only elects to purchase voice service, then the
carrier should receive support only a prorated portion of the infrastructure. This prevents growth caused by
customers receiving different services from multiple providers, and is required in this proposal since support
is provided for communications infrastructure independent of a specified set of universal services.

These three measures would require substantial accounting to determine the support due to each ETC.
However, the FCC does not seem to view this as a substantial barrier to the use of actual costs or per-
subscriber support (FCC, 2008b,c).

These measures can be implemented using this statute language:
SEC. 4. UNIVERSAL SERVICE HIGH-COST FUNDS DISTRIBUTION.
(a) QUALIFYING UNIVERSAL SERVICE INFRASTRUCTURE LIMITATIONS.- In carrying out sec-

tion 254(b)(3) of the Communications Act of 1934 (47 U.S.C. 254(b)(3)), the Federal Communications
Commission, acting through the Universal Service Administrative Company, shall ensure that-
(3) support under the high-cost funds is provided in a nondiscriminatory manner

(A) on the basis of customers actually served;
(B) prorated on the basis of services received;
(C) as necessary to meet carrier-of-last-resort obligations; and
(D) based on the actual cost of providing, maintaining, and upgrading facilities and services in the

service area for which such support is intended.
(b) PHASE-IN OF CHANGES.- In carrying out subsection (a), the Commission shall ensure that the

changes required in the Universal Service Fund high-cost funds required by this Act are implemented on
an incremental basis over a period of not more than 5 years.

In addition to these measures, more aggressive approaches to control of USF growth could be considered.
Fund growth due to increases in per line cost could be eliminated by placing a statutory cap on the per line
cost. A regulatory approach to accomplish similar purposes could be implemented by placing inflation plus
line growth caps on the ICLS and LSS funds, similar to the current cap on the HCLS fund. In contrast, one
could consider a cap on the high-cost funds in terms of a percentage of communications services revenue, to
allow for growth in infrastructure to match growth in services. Any of these caps, however, might require
eliminating the requirement that rates charged in rural areas be comparable to rates charged in urban areas,
ensconced in Sec. 254(b)(3) of the Communications Act.

The Boucher/Terry bill includes a few of these approaches. The bill requires that all high-cost fund
support be based on actual costs, exclusive of the cost of acquiring spectrum, or on forward-looking costs.
It also requires all ETCs to act as carriers of last resort (whereas this proposal provides support for such
obligations but does not interfere with the current designation process). The bill removes the individual
caps on the HCLS, SNAS, and SVS funds, and replaces them with a cap on the total of the high-cost funds
that adjusts according to the GDP-CPI. The Stevens bill does not include any such provisions. Both bills
include prohibitions on restriction of support to a primary line. None of these bills explicitly address costs
when infrastructure is shared between multiple services or when customers subscribe to a subset of these
services. These differences are displayed in figure 2.

6. Contributions

This section turns to the contribution side of the USF. The first subsection briefly recounts the problems
with USF assessments. The second subsection considers how to revise the contribution base to survive
technological convergence. The third subsection considers the relationship between contributions to the
Federal and State universal service funds.
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6.1. Problems

Consider the contributions side of the USF. Interstate and international telecommunications revenues,
which currently serves as the basis for Federal USF assessments, peaked in 2001 (FCC, 2007). In contrast,
revenues from video services (cable tv, satellite tv), Internet access (cable modem, DSL), and wireless com-
munications (cell phone, wireless Internet) have continued to increase substantially. As has commonly been
observed, this makes reliance on interstate and international telecommunications revenues unsustainable.

There are two separate issues here. First, the distinction between intrastate and interstate telecommuni-
cations revenue is becoming problematic. A few decades ago, the cost of a telephone call had a substantial
distance-dependent component. Today, however, most communications services are not priced by distance,
but only by time. Divisions of revenue between intrastate and interstate are increasingly arbitrary. A com-
monly suggested fix to this problem is to add intrastate telecommunications services to the assessment basis,
and this solution is proposed below.

A second issue, however, is the distinction between telecommunication services and information services.
Currently, every telecommunications carrier that provides interstate telecommunication services is required
to contribute to the USF (except for de minimis contributions). The bulk of these contributions come from
wireline and wireless telephone calls. Whether VoIP providers and/or broadband providers should contribute
to the USF remains under debate. The FCC has tentatively agreed that facilities-based VoIP providers must
contribute but that broadband providers do not. However, the future of these decisions is unclear.

In addition, as noted above, there is currently a mismatch between defining the contribution base according
to the applications included in universal services and defining the distribution base according to supported
infrastructure. This mismatch leads to accusations that the Fund is not neutral, either by favoring some
providers over others or by some technologies over others. Such problems will get worse as technological
convergence increases the variety of applications supported over a merged telephone network and Internet.

6.2. Neutrality

Some have suggested adding VoIP and/or broadband services to the USF assessment basis. However,
consider the following services:
(a) A local exchange carrier offers VoIP over twisted-pair lines, and routes the traffic onto the Public

Switched Telephone Network (PSTN).
(b) A cable operator offers VoIP over cable, and routes the traffic over the Internet.
(c) A company offers VoIP service for a fee to consumers who already purchase broadband service from

another provider.
(d) A company offers integrated IP-based voice and video service for a fee to consumers who already

purchase broadband service from another provider.
(e) A company offers gaming service for a fee to consumers who already purchase broadband service from

another provider, and includes voice service for free.
Which of these are telecommunications carriers that provide telecommunications services? Which should

be classified as VoIP service? Which should be classified as broadband service? Which revenue should be
assessed? Adding VoIP and/or broadband to the assessment basis leaves it to the FCC to classify services
one by one, and the FCC’s actions with regard to service classifications has been less than reassuring. In
addition, as a wider range of applications is supported by a common networking infrastructure, it is likely
that they will often be sold in packages, and it will be increasing difficult to determine whether the associated
revenue falls within the assessment basis.

Some have suggested that all information services should contribute based on their reliance on telecom-
munication services. This approach would solve the problem of service classification, but it would be both
infeasible and politically impossible to assess revenue from all services that rely on the Internet.

USF should assess services not based on the type of application (e.g. voice or data), nor on the type of
network supporting that application (e.g. PSTN and/or Internet), but instead on the layer of the service.
The purpose of the Fund is to support infrastructure in rural, insular, and high cost areas. As discussed in
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the previous section, with regard to distributions, this should be interpreted as supporting communications
infrastructure (as defined above). A symmetric approach, with regard to contributions, would be to require
contributions from all communications services:

SEC. 6. UNIVERSAL SERVICE CONTRIBUTIONS.
(a) FEDERAL USF CONTRIBUTIONS.- Section 254(d) of the Communications Act of 1934 (47 U.S.C.

254(d)) is amended to read as follows:
”(d) CONTRIBUTION BY COMMUNICATIONS SERVICE PROVIDERS.- Every provider of in-

trastate, interstate, or international communications shall contribute, on an equitable and nondis-
criminatory basis, to the specific, predictable, and sufficient mechanisms established by the Commis-
sion to preserve and advance universal service. The Commission may exempt a provider, or class of
providers, of communications services from this requirement if the provider’s communications services
are limited to such an extent that the level of such provider’s contribution to the preservation and
advancement of universal service would be de minimis.”.

Subsection 6(a) changes the USF contribution base (i) from telecommunications providers to communi-
cations providers and (ii) to include intrastate communications. The base is thus expanded beyond circuit-
switched voice and voice only applications, in a manner that is consistent with the distribution base. Revenues
are derived from the same infrastructure that is funded through the program. This approach also imple-
ments technology neutrality on the contribution side, and does not discriminate between various methods
of providing voice, or between voice and broadband. In particular it includes the infrastructure portion of
VoIP, broadband, and wireless communications.

The layered approach taken here differs markedly from those taken in Congressional bills. Both the Stevens
and Boucher/Terry bills require contributions from communications service providers. The Stevens bill de-
fines these as providers of telecommunications service, broadband service, or VoIP, and hence keeps the focus
on the application rather than the infrastructure. The Boucher/Terry bill defines communications service
providers as voice providers who use telephone numbers or IP addresses (thus including VoIP) and providers
of physical transmissions facilities that allows access to a network used for electronic communications; this
definition is a hybrid between application and infrastructure.

The Stevens bill allows contributions to the Federal USF to be based on communications service revenue,
numbers, and/or capacity. The Boucher/Terry bill allows contributions to the Federal USF to be based on
communications service revenue and/or numbers, but does not define which services qualify as communica-
tions services when a communications service provider is defined by services other than voice. In contrast,
this proposal maintains revenue as the basis for assessments, and defines communication services in a layered
fashion. The numbers approach creates an artificial incentive to reduce the number of network identifiers,
and network capacity is a poor proxy for the value of communications service provided.

Both bills allow the Federal USF to assess intrastate communications services (in addition to interstate
and international), similar to this proposal. These differences are displayed in figure 2.

6.3. Federal and State funds

Finally, turn to the relationship between contributions to the Federal and State universal service funds. In
2006, twenty-two states had high-cost state USF funds. All such states assess intrastate revenues of ILECs,
competitive LECs, and interexchange carriers; most also assess intrastate revenues of wireless providers, and
a few assess intrastate revenues of some VoIP providers (The National Regulatory Research Institute, 2006).
The states, however, have widely varying manners of distributing high-cost state USF support.

If the Federal USF is changed to assess intrastate services, then the National Association of Regula-
tory Utility Commissioners (NARUC), representing state public service commissioners, supports allowing
states assess interstate and international services (National Association of Regulatory Utility Commissioners
(NARUC), 2006). In addition, if the Federal USF is changed to assess broadband, NARUC would prefer
that states have the ability to assess broadband.

Since the proposal in this paper allows the Federal USF to assess all communication services, a sym-
metric approach would be to allow State USFs to similarly assess all communication services. This can be
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accomplished using this statute language:
(b) STATE USF CONTRIBUTIONS.- Section 254(f) of the Communications Act of 1934 (47 U.S.F.

254(f)) is amended-
(1) by striking ”telecommunications carrier that provides interstate telecommunications” and inserting

”provider of intrastate, interstate, or international communications”; and
(2) by adding at the end ”Nothing in this subsection precludes a State from requiring contributions

with respect to communications services for which contributions are required under subsection (d) if
the primary place of use of which is within the State, regardless of where the services originate or
terminate or through which the services transit.”.

First, this language changes the USF contribution base from telecommunications providers to communi-
cations providers. Secondly, it allows states to assess interstate and international communications services.
To ensure that communication services can not be assessed by more than one State, services can only be
assessed by the State of the primary place of use (the customer’s residence or business address), an approach
that was used in the Mobile Telecommunications Sourcing Act (U.S. Congress, 2000). Parity will thus exist
between the Federal and State USF funds. The broadening of the Federal contribution base will decrease the
assessment rate but include intrastate communications. If a State chooses to do so, it can similarly decrease
its assessment rate but include interstate and international communications.

Finally, a corresponding change is required to one of the USF principles:
SEC. 7. EXPANSION OF UNIVERSAL SERVICE PRINCIPLES.
Section 254(b)(4) of the Communications Act of 1934 (47 U.S.C. 254(b)(4)) is amended to read as follows:
”(4) EQUITABLE AND NONDISCRIMINATORY CONTRIBUTIONS.- All providers of communica-

tions services should make an equitable and nondiscriminatory contribution to the preservation and
advancement of universal service based on revenue derived from communications services without re-
gard to whether such services are intrastate, interstate, or international in character.”.

Again, telecommunication services has been changed to communication services, and the restriction to
interstate and international revenue has been removed.

This approach to state funds is similar to that taken in Congressional bills. Both the Stevens and
Terry/Boucher bills allow the Federal USF to assess interstate and international communications services
(in addition to intrastate), similar to the approach taken here. The Terry/Boucher bill allows state to assess
the same base as the Federal fund, whereas the Stevens bill only allows states to assess communications and
VoIP but not broadband. These differences are displayed in figure 2.

7. Conclusion

This paper has proposed a layered approach to restructuring the high-cost funds of the USF to reposition
the Fund away from a focus on telephone service and toward an everything-over-IP world. Key elements
of the proposal include a new definition of communication services and communications infrastructure to
replace reliance on the out-dated definition of telecommunication services; restructuring of high-cost USF
distributions from voice network infrastructure to communications infrastructure; service area reform to allow
wireless and cable providers to use their own service areas and to remove incentives for cream-skimming;
introduction of cost-saving measures; and revision of contributions methodology to allow both Federal and
State USF to assess all communications services. A summary of this proposal, in comparison to current law
and Congressional bills, is presented in figure 2. In order to complete any such approach, further consideration
should be given to a cap on the high-cost funds, to finer disaggregation, and to the other portions of the
Fund such as Lifeline and E-rate.

The principal idea in this proposal is the delineation of infrastructure from applications. Such a delineation
is potentially of use more broadly within telecommunications policy. Wherever it has been of value to
consider the distinction between telecommunication services from information services, this new definition
of communication services may help make a case for substantially different regulation of infrastructure than
of applications.
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